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Purpose

A

Preface

This preface describes the purpose, intended audience, organization, and notational
conventions for the Cisco IP Telephony QoS Design Guide.

This document serves as an implementation guide for Voice over IP (VoI P)
networks based on Cisco AVVID (Architecture for Voice, Video and Integrated
Data). The goal of this document is to provide a blueprint for implementing the
end-to-end Quality of Service (QoS) that isrequired for successful deployment of
Cisco AVVID solutions in today’s enterprise environment.

This document cannot examine all the possible QoS configurations available for
all Cisco AVVID products. However, it does present configuration examples that
aretypical of the onesused inthe majority of applicationstoday. In particular, this
document addresses QoS issues relating to

¢ High-speed campus designs
¢ Branch office solutions
¢ WAN implementations

Caution

The QoS design guidelines in this document are based on the best
currently available knowledge about the functionality and operation
of the Cisco AVVID components. The information in this document
is subject to change without notice.

[ 78-11549-01
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W Audience

This document will be updated as the Cisco AVVID solution set grows with
subsequent releases of Cisco CallManager and Cisco 10S.

Audience
Thisguideisintended for systems engineers and others responsible for designing
Vol P networks based on Cisco AVVID solutions. This guide assumes that the
reader has a basic knowledge of Cisco |0S, Cisco CatOS, Cisco AVVID
products, and QoS theories in general.

Organization

The following table lists the chapters of this guide and the subjects they address:

Chapter Title Description

Chapter 1 Overview Introduces QoS terms and concepts, and explains how
they relate to Vol P networks.

Chapter 2 Connecting |P Phones Describes several different methodsfor connecting 1P
phones to the Vol P network, and explains the QoS
issues related to each method.

Chapter 3 |Designing a Campus Discussesthe QoSissuesinvolved with designing and
implementing a Vol P network for the enterprise
campus.

Chapter 4 Building a Branch Office Discusses the QoS issue involved with connecting a
branch office to the Vol P network.

Chapter 5 Implementing a Wide Area Discussesthe QoSissuesinvolved with implementing

Network Vol P over aWide Area Network.

Cisco IP Telephony QoS Design Guide
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Conventions W

This document uses the following conventions:

Convention

Description

boldface font

Commands and keywords are in boldface.

italic font Arguments for which you supply values are in italics.

[ ] Elements in square brackets are optional.

{xl|yl|z} Alternative keywords are grouped in braces and separated
by vertical bars.

[x|ylz] Optional alternative keywords are grouped in brackets
and separated by vertical bars.

string A nonguoted set of characters. Do not use quotation

marks around the string or the string will include the
guotation marks.

screen font

Terminal sessions and information the system displays
areinscreen font.

boldface screen
font

Information you must enter isin boldface screen font.

italic screen font

Arguments for which you supply values are in italic
screen font.

This pointer highlights an important line of text in an
example.

The symbol ” represents the key labeled Control—for
example, the key combination ~D in a screen display
means hold down the Control key while you press the
D key.

Nonprinting characters, such as passwords, are in angle
brackets.

Cisco IP Telephony QoS Design Guide g
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I Conventions

Note

Notes use the following conventions:

Means reader take note. Notes contain helpful suggestions or
references to material not covered in the publication.

Timesavers use the following conventions:

Timesaver

e

Tips

A

Means the described action saves time. You can save time by
performing the action described in the paragraph.

Tips use the following conventions:

M eans the information contains useful tips.

Cautions use the following conventions:

Caution

A

Warning

Means reader be careful. In this situation, you might do something
that could result in equipment damage or loss of data.

Warnings use the following conventions:

This warning symbol means danger. You are in a situation that
could cause bodily injury. Before you work on any equipment, you
must be aware of the hazards involved with electrical circuitry
and familiar with standard practices for preventing accidents.

r Cisco IP Telephony QoS Design Guide
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Additional Information

This section contains references to online documentation that provide additional
information on subjects covered in this guide.

¢ Voice over |P and internetworking design:
- http://www.cisco.com/univercd/cc/td/doc/product/voice/ip_tele/index.htm
- http://www.cisco.com/univercd/cc/td/doc/cisintwk/idg4/index.htm

¢ High-availability design:

- http://www.cisco.com/warp/partner/synchronicd/cc/sol/mkt/ent/ndsgn/hig
hd_wp.htm

— http://www.zdnet.com/zdtag/whitepaper/campusl an.pdf
e Glossary of terms and acronyms:
- http://www.cisco.com/univercd/cc/td/doc/cisintwk/ita/index.htm
- http://www.cisco.com/univercd/cc/td/doc/product/voice/index.htm

Obtaining Documentation

The following sections describe how to obtain this guide and other documents
from Cisco.

World Wide Web

You can access the most current Cisco documentation on the World Wide Web at
http://www.cisco.com, http://www-china.cisco.com, or
http://www-europe.cisco.com.

Documentation CD-ROM

Cisco documentation and additional literature are available in a CD-ROM
package, which shipswith your product. The Documentation CD-ROM isupdated
monthly. Therefore, it is probably more current than printed documentation. The
CD-ROM package is available as a single unit or as an annual subscription.

Cisco IP Telephony QoS Design Guide
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I Obtaining Technical Assistance

Ordering Documentation

Registered CCO users can order the Documentation CD-ROM and other Cisco
Product documentation through our online Subscription Services at
http://www.cisco.com/cgi-bin/subcat/kaojump.cgi.

Nonregistered CCO users can order documentation through alocal account
representative by calling Cisco’s corporate headquarters (California, USA) at
408 526-4000 or, in North America, call 800 553-NETS (6387).

Obtaining Technical Assistance

Cisco provides Cisco Connection Online (CCO) as a starting point for all
technical assistance. Warranty or maintenance contract customers can use the
Technical Assistance Center. All customers can submit technical feedback on
Cisco documentation using the web, e-mail, a self-addressed stamped response
card included in many printed docs, or by sending mail to Cisco.

Cisco Connection Online

Cisco continues to revolutionize how business is done on the Internet. Cisco
Connection Online is the foundation of a suite of interactive, networked services
that provides immediate, open access to Cisco information and resources at
anytime, from anywhere in the world. This highly integrated Internet application
is a powerful, easy-to-use tool for doing business with Cisco.

CCO’s broad range of features and services helps customers and partners to
streamline business processes and improve productivity. Through CCO, you will
find information about Cisco and our networking solutions, services, and
programs. In addition, you can resolve technical issues with online support
services, download and test software packages, and order Cisco learning materials
and merchandise. Valuable online skill assessment, training, and certification
programs are also available.

Customers and partners can self-register on CCO to obtain additional
personalized information and services. Registered users may order products,
check on the status of an order and view benefits specific to their relationships
with Cisco.

Cisco IP Telephony QoS Design Guide
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You can access CCO in the following ways:
¢ WWW: www.cisco.com
¢ Telnet: cco.cisco.com

¢ Modem using standard connection rates and the following terminal settings:
VT100 emulation; 8 data bits; no parity; and 1 stop bit.

— From North America, call 408 526-8070
— From Europe, call 33 1 64 46 40 82
You can e-mail questions about using CCO to cco-team@cisco.com.

Technical Assistance Center

The Cisco Technical Assistance Center (TAC) is available to warranty or
mai ntenance contract customers who need technical assistance with a Cisco
product that is under warranty or covered by a maintenance contract.

To display the TAC web site that includes links to technical support information
and software upgrades and for requesting TAC support, use
WWW.Cisco.com/techsupport.

To contact by e-mail, use one of the following addresses:

Language E-mail Address

English tac@cisco.com

Hanzi (Chinese) chinese-tac@cisco.com
Kanji (Japanese) japan-tac@cisco.com
Hangul (Korean) korea-tac@cisco.com
Spanish tac@cisco.com

Thai thai-tac@cisco.com

In North America, TAC can be reached at 800 553-2447 or 408 526-7209. For
other telephone numbers and TAC e-mail addresses worldwide, consult the
following web site:
http://www.cisco.com/warp/public/687/Directory/DirTAC.shtml.

[ 78-11549-01
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I Obtaining Technical Assistance

Documentation Feedback

If you are reading Cisco product documentation on the World Wide Web, you can
submit technical comments electronically. Click Feedback in the toolbar and
select Documentation. After you complete the form, click Submit to send it to
Cisco.

You can e-mail your comments to bug-doc@cisco.com.

To submit your comments by mail, for your convenience many documents contain
aresponse card behind the front cover. Otherwise, you can mail your comments
to the following address:

Cisco Systems, Inc.

Document Resource Connection
170 West Tasman Drive

San Jose, CA 95134-9883

We appreciate and value your comments.

Cisco IP Telephony QoS Design Guide
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CHAPTER 1

Overview

This chapter presents an overview of the concepts and issues involved with
maintaining Quality of Service (QoS) in an |P telephony network.

Why is QoS Needed?

Voice quality is directly affected by two major factors:
o Lost packets
¢ Delayed packets

Packet 10ss causes voice clipping and skips. The industry standard codec
algorithms used in Cisco Digital Signal Processor (DSP) can correct for up to
30 ms of lost voice. Cisco Voice over IP (VolP) technology uses 20-ms samples
of voice payload per Vol P packet. Therefore, for the codec correction algorithms
to be effective, only a single packet can be lost during any given time.

Packet delay can cause either voice quality degradation due to the end-to-end
voice latency or packet lossif the delay isvariable. If the end-to-end voice latency
becomes too long (250 ms, for example), the conversation begins to sound like
two parties talking on a CB radio. If the delay is variable, thereisarisk of jitter
buffer overruns at the receiving end. Eliminating drops and delays is even more
imperative when including fax and modem traffic over IP networks. If packets are
lost during fax or modem transmissions, the modems are forced to “retrain” to
synchronize again. By examining the causes of packet |oss and delay, we can gain
an understanding of why Quality of Service (QoS) is needed in all areas of the
enterprise network.

[ 78-11549-01
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Il Whyis QoS Needed?

Network Quality

Voice packets can be dropped if the network quality is poor, if the network is
congested, or if there istoo much variable delay in the network. Poor network
quality can lead to sessions frequently going out of service dueto lost physical or
logical connections. Because Vol P design and implementation is predicated on the
assumption that the physical and logical network follows sound design
methodologies and is extremely stable, network quality is not addressed in this
guide.

Network Congestion

Network congestion can lead to both packet drops and variable packet delays.
Voice packet drops from network congestion are usually caused by full transmit
buffers on the egress interfaces somewhere in the network. As links or
connections approach 100% utilization, the queues servicing those connections
become full. When aqueue is full, new packets attempting to enter the queue are
discarded. This can occur on a campus Ethernet switch as easily asin the Frame
Relay network of a service provider.

Because network congestion istypically sporadic, delaysfrom congestion tend to
be variable in nature. Egress interface queue wait times or large serialization
delays cause variable delays of thistype. Both of these factors are discussed in the
next section, “Delay and Jitter”.

Delay and Jitter

Delay isthetime it takes for a packet to reach the receiving endpoint after being
transmitted from the sending endpoint. This time is termed the "end-to-end
delay," and it consists of two components: fixed network delay and variable
network delay. Jitter isthe delta, or difference, inthetotal end-to-end delay values
of two voice packets in the voice flow.

Fixed network delay should be examined during the initial design of the Vol P
network. The International Telecommunications Union (ITU) standard G.114
states that a one-way delay budget of 150 msis acceptable for high voice quality.
Research at Cisco has shown that there is a negligible difference in voice quality
scores using networks built with 200-ms delay budgets. Examples of fixed

Cisco IP Telephony QoS Design Guide
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network delay include the propagation delay of signals between the sending and
receiving endpoints, voice encoding delay, and the voice packetization time for
various Vol P codecs. Propagation delay calculations work out to almost

0.0063 ms/km. The G.729A codec, for example, has a 25 ms encoding delay value
(two 10 ms frames + 5 ms look-ahead) and an additional 20 ms of packetization
delay.

Congested egress queues and serialization delays on network interfaces can cause
variable packet delays. Without Priority or Low-Latency Queuing (LLQ), queuing
delay times equal serialization delay times as link utilization approaches 100%.
Serialization delay is aconstant function of link speed and packet size. As shown
in Table 1-1, the larger the packet and the slower the link clocking speed, the
greater the serialization delay. While thisis a known ratio, it can be considered
variable because a larger data packet can enter the egress queue before a voice
packet at any time. If the voice packet must wait for the data packet to serialize,
the delay incurred by the voice packet isits own serialization delay plus the
serialization delay of the data packet in front of it. Using Cisco Link
Fragmentation and Interleave (LFI) techniques, discussed in Chapter 5,
“Implementing aWide AreaNetwork,” serialization delay can be configured to be
a constant delay value.

Table 1-1 Serialization Delay as a Function of Link Speed and Packet Size
Link Speed Packet Size
64 Bytes 128 Bytes 256 Bytes 512 Bytes 1024 Bytes 1500 Bytes

56 kbps 9ms 18 ms 36 ms 72 ms 144 ms 214 ms

64 kbps 8ms 16 ms 32 ms 64 ms 128 ms 187 ms

128 kbps 4ms 8ms 16 ms 32 ms 64 ms 93 ms

256 kbps 2ms 4ms 8 ms 16 ms 32 ms 46 ms

512 kbps 1ms 2ms 4ms 8ms 16 ms 23 ms

768 kbps 0.640 ms 1.28 ms 2.56 ms 5.12ms 10.24 ms 15ms
Because network congestion can be encountered at any time within a network,
buffers can fill instantaneously. This instantaneous buffer utilization can lead to a
difference in delay times between packets in the same voice stream. This
difference, called jitter, is the variation between when a packet is expected to

Cisco IP Telephony QoS Design Guide
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arrive and when it actually is received. To compensate for these delay variations
between voice packets in a conversation, Vol P endpoints use jitter buffersto turn
the delay variationsinto a constant value so that voice can be played out smoothly.

Cisco Vol P endpoints use DSP algorithms that have an adaptive jitter buffer
between 20 and 50 ms, asillustrated in Figure 1-1. The actual size of the buffer
varies between 20 and 50 ms based on the expected voice packet network delay.
These algorithms examine the timestamps in the Real-time Transport Protocol
(RTP) header of the voice packets, calculate the expected delay, and adjust the
jitter buffer size accordingly. When this adaptive jitter buffer is configured, a
10-ms portion of "extra" buffer is configured for variable packet delays. For
example, if a stream of packetsis entering the jitter buffer with RTP timestamps
indicating 23 ms of encountered network jitter, the receiving Vol P jitter buffer is
sized at a maximum of 33 ms. If a packet'sjitter is greater than 10 ms above the
expected 23-ms delay variation (23 + 10 = 33 ms of dynamically allocated
adaptive jitter buffer space), the packet is dropped.

Figure 1-1 Adaptive Jitter Buffer

Totally dynamically allocated
20-50 ms of physically buffer in this example = 33 ms
available jitter buffer ¢

\ ‘

L IL

Extra 10 ms of buffer for /

instantaneous variation in Dynamically conlculated jitter buffer
delay of s=10 ms based on variable network delay in ms.
(23 ms for example)

45837
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Voice quality is only as good as the quality of the weakest network link. Packet
loss, delay, and delay variation all contribute to degraded voice quality. In
addition, because network congestion (or more accurately, instantaneous buffer
congestion) can occur at any time in any portion of the network, network quality
is an end-to-end design issue. The QoS tools discussed throughout this guide are
a set of mechanisms to increase voice quality on data networks by decreasing
dropped voice packets during times of network congestion and by minimizing
both the fixed and variable delays encountered in a given voice connection.

These QoS tools can be separated into three categories:
¢ Classification
¢ Queuing
¢ Network provisioning

The following sections describe these categories.

Classification tools mark a packet or flow with a specific priority. This marking
establishes a trust boundary that must be enforced.

Classification should take place at the network edge, typically in thewiring closet
or within the | P phones or voice endpoints themselves. Packets can be marked as
important by using Layer 2 Class of Service (CoS) settings in the User Priority
bits of the 802.1p portion of the 802.1Q header (see Figure 1-2) or the

I P Precedence/Differentiated Services Code Point (DSCP) bits in the Type of
Service (ToS) Byte of the IPv4 header (see Figure 1-3). All IP phone Real-time
Transport Protocol (RTP) packets should be tagged with a CoS value of 5 for the
Layer 2 802.1p settings and an | P Precedence value of 5 for Layer 3 settings. In
addition, all Control packets should be tagged with a Layer 2 CoS value of 3 and
alLayer 3ToS of 3. Table 1-2 lists the CoS, | P Precedence, and DSCP settings for
specifying packet priority.
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Figure 1-2 Layer 2 Settings
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Figure 1-3 Layer 3 Settings
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Table 1-2 Packet Priority Classifications

Layer 2 Class of Service |IP Precedence DSCP
CoSO0 Routine (IP precedence 0) 0-7
CoS1 Priority (IP precedence 1) 8-15
CoS2 Immediate (1P precedence 2) 16-23
CoS3 Flash (1P precedence 3) 24-31
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Table 1-2 Packet Priority Classifications (continued)
Layer 2 Class of Service |IP Precedence DSCP
CoS4 Flash-override (1P precedence 4) 32-39
CoS5 Critical (IP precedence 5) 40-47
CoS 6 Internet (1P precedence 6) 48-55
CoS7 Network (1P precedence 7) 56-63

The practice of using IP Precedence to mark traffic is atransitional step until all
I P devices support DSCP. Ideally, in the future, all Cisco VolP endpoints will use
a DSCP value of Expedited Forwarding (EF) for the RTP voice bearer flows and
a DSCP value of Assured Forwarding 31 (AF31) for Vol P Control traffic.

Chapter 2, “Connecting |P Phones,” discusses classification at length.

Queuing tools assign a packet or flow to one of several queues, based on
classification, for appropriate treatment in the network.

When data, voice, and video are placed in the same queue, packet loss and
variable delay are much more likely to occur. By using multiple queues on egress
interfaces and placing voice packets into a different queue than data packets,
network behavior becomes much more predictable. Queuing is addressed in all
sections of this guide because buffers can reach capacity in any portion of the
network.

Addressing serialization delay is considered part of an overall queuing solution.
Because serialization delay isafactor only on slow-speed links (links of 768 kbps
or below), it is addressed in Chapter 5, “Implementing a Wide Area Network.”

Network Provisioning

Network Provisioning tools accurately calculate the required bandwidth needed
for voice conversations, all datatraffic, any video applications, and necessary link
management overhead such as routing protocols.
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When calculating the required amount of bandwidth for running voice over a
Wide Area Network, it is important to remember that all the application traffic
(that is, voice, video, and datatraffic), when added together, should equal no more
than 75% of the provisioned bandwidth. The remaining 25% is used for overflow
and administrative overhead, such as routing protocols. Vol P bandwidth
calculations, Asynchronous Transfer Mode (ATM) cell overhead, and other
details involved in network provisioning are discussed in Chapter 5,
“Implementing a Wide Area Network.”

The Cisco QoS tools and exampl e configurationsin this guide are model ed on the
network depicted in Figure 1-4.
Figure 1-4 General VoIP Network Model
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Summary

Quality of Service (QoS) for Voice over | P (VoI P) is guaranteed when proper Vol P
network design is combined with the new Cisco Catalyst products, the latest
Cisco 10S releases, and Cisco CallManager call admission control technologies.
When building a Cisco AVVID network, you should adhere to the following core
principles:

e Use802.1Q/p connections for the IP phones and use the Auxiliary VLAN for
voice.

¢ Classify voice RTP streams as EF or |P Precedence 5 and place them into a
second queue (preferably a priority queue) on all network elements.

¢ Classify Voice Control traffic as AF31 or IP Precedence 3 and place it into a
second queue on all network elements.

¢ Enable QoS within the campusif LAN buffers are reaching 100% utilization.

¢ Always provision the WAN properly, allowing 25% of the bandwidth for
overhead, routing protocols, Layer 2 link information, and other
miscellaneous traffic.

e UseLow Latency Queuing (LLQ) on al WAN interfaces.

e UselLink Fragmentation and Interleaving (LFI) techniquesfor all link speeds
below 768 kbps.

These principles are described more fully in subsequent chapters of this guide.

Cisco IP Telephony QoS Design Guide
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CHAPTER 2

Connecting IP Phones

This chapter describes Quality of Service (Qo0S) issues relating to |P phones. As
illustrated in Figure 2-1, there are essentially four waysto connect an | P phone to
a campus network: using a single cable, using multiple cables, using the
SoftPhone application running on a PC, or using separate switches for voice and
data. Each of these connectivity methods has challenges for providing guaranteed
voice quality. This chapter addresses those challenges, which can be summarized
asfollows:

e What speed and duplex settings should be used to connect an IP phone?
e What VLAN and IP addressing scheme should be used?

¢ How isclassification and queuing handled for Voice over IP (VolP) flows on
an |P phone?

Cisco IP Telephony QoS Design Guide
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Figure 2-1 Ways to Connect IP Phones to the Network
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Using a Single Cable to Install an IP Phone

Most enterprisesinstall 1P phones on their Cisco AVVID network by using a
single cable for both the phone and a PC. The reasons for this are ease of
installation, savings on cabling infrastructure, and cost savings on wiring closet
switch ports. With these cost savings comes requirements for additional switch
features, particularly where QoS is concerned. Specifically, the requirements
include correctly configuring the Ethernet link speed and duplex, Layer 2 Class
of Service (CoS), and queuing on both the I P phone and the wiring closet Ethernet
switch.
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Figure 2-2 QoS Considerations When Using a Single-Cable Connection
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Areas where QoS may be a concern

Speed and Duplex Settings

The 10/100 Ethernet ports of the Cisco IP Phones support Auto-Negotiation for
configuring speed and duplex. Thisis not user configurable. If the Network
Interface Card (NIC) in the PC is also using Auto-Negotiation but the Ethernet
switch port is configured for 10BaseT half-duplex, as many wiring closet
switches are, alink speed mismatch could potentially lead to interface buffer
overflow situations. While this half-duplex connection between the

Cisco I P Phone and the switch should not normally be problematic, buffer
congestion can arise through 100BaseT full-duplex to 10BaseT half-duplex
aggregation. During periods of intense traffic (such as an extremely high-speed
video stream), the half-duplex nature of the connection can lead to packet loss
from deferred packets due to excessive collisions on the segment. Both the switch
and the Cisco | P Phone, which uses a priority queue for voice, will always send
voice traffic first. However, the high-speed video stream will also be sending as
many packets as possible. When either the switch or the phone attempts to send
the voice traffic (dependant, of course, on which direction the video flow is
going), it can encounter collisions when attempting to transmit, thus resulting in
deferred voice packets.

This extreme traffic loss example, while rare within a normal enterprise
environment, is reproducible in the lab using SmartBits to simulate Motion
Picture Experts Group (MPEG) video streams. This situation is best addressed by
setting the switch port to Auto-Negotiation for all Cisco IP Phone connection
options. If the port is statically set to 100BaseT full-duplex, the Cisco IP Phone
automatically setsits port to 100BaseT half-duplex, resulting in a duplex
mismatch. For details on why this duplex mismatch occurs, see

http://www.cisco.com/warp/customer/473/3.html
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The use of Auto-Negotiation is the recommended configuration for 1P phone
connections because any user can modify his NIC configuration and enable
100BaseT full-duplex. In addition, using Auto-Negotiation enables 100BaseT
full-duplex port speeds, which creates the infrastructure needed to support
high-speed video applications.

Also, by using the CatOS PortFast mechanism, you can configure the phone
access port to move into a forwarding state immediately, thereby decreasing IP
phone boot time. To perform this configuration, use the set port host command
on the Catalyst 4000 and 6000 or the spanning-tree portfast command on the
2900 XL and 3500 XL, which turns off Dynamic Trunking Protocol (DTP) and
Port Aggregation Protocol (PAgP) and enables PortFast. For more details on this
configuration, see the “ Catalyst 4000 and 6000” and “ Catalyst 3500 XL and
2900 XL" sections below.

S

Note  Phone boot times should not normally be a problem because the
phone stays powered and connected at all times.

Catalyst 4000 and 6000

On the Catalyst 4000, 2948G, 2980G, and 6000 line of Ethernet switches, use the
following commands to configure the ports properly for IP phones:
cat 6k- access> (enabl e) set port inlinepower 5/1-48 auto
cat 6k- access> (enable) set port speed 5/1-48 auto
cat 6k- access> (enabl e) set port host 5/1-48

)

Note Inline power is available only on power-enabled Ethernet line cards

and is enabled by default.
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Catalyst 3500 XL and 2900 XL

On the Catalyst 3500 XL and 2900 XL switches, use the following commands to
configure the ports properly for 1P phones:
interface FastEthernet0/1

power inline auto

speed auto
spanni ng-tree portfast

IP Addressing

After you have configured the speed and duplex settings for the | P phones, you
need to consider |P addressing issues. There are three |P addressing options for
the phones:

¢ Create anew subnet and use it for IP phonesin a different |P address space
(registered or RFC 1918 address space). Figure 2-3 illustrates this approach.

e Provide an | P address in the same subnet as the existing data device (PC or
workstation).

e Start anew subnet in the existing I P address space. This might require
redoing some or all of the IP addressing plan for the organization.

All of these options can be implemented using either Dynamic Host
Configuration Protocol (DHCP) or static |P address configuration. Adding IP
phones can potentially double your need for | P address space. While this may not
be an issue in some enterprises, others may not have the available address space
in particular subnets or even throughout the enterprise. These |P address space
concerns, combined with the requirement of separation between the voice and
data networks for administrative and QoS reasons, |ead to the recommendation of
creating a new subnet for the IP Phones.

Cisco IP Telephony QoS Design Guide
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Figure 2-3 Using a Separate Subnet for Voice

— - AUX|I|ary VLAN = 10 / PC VLAN = 10 I:'
' d /

—
—_—
IP phone = IP Desktop PC;
Subnet 110 IP Subnet 10
802.1Q trunk with Native VLAN (PVID);
802.1p Layer 2 CoS no configuration changes

45843

needed on PC

Note  Using aseparate subnet, and potentially a separate | P address space,
may not be an option for some small branch offices. Single address
space configurations for connecting both I P phones and data devices
is addressed in Chapter 4, “Building a Branch Office.”

Catalyst 4000 and 6000

The set port auxiliaryvlan command is a new CatOS command for creating IP
phone 802.1Q accesstrunksin the Catalyst 2948G, 2980G, 4000, and 6000 family
of switches. The following example uses this command in the Catalyst 6000:

cat 6k- access> (enable) set vlan 10 nane 10.1.10.0_data
cat 6k- access> (enable) set vlian 110 nane 10.1.110.0_voice
cat 6k- access> (enable) set vlian 10 5/1-48

cat 6k-access> (enable) set port auxiliaryvlan 5/1-48 110

The following example uses this command in the Catalyst 4000:

cat 4k> (enable) set vlan 11 name 10.1.11.0_data
cat 4k> (enabl e) set vlan 111 narme 10.1.111.0_voice
cat 4k> (enable) set vlan 11 2/1-48

cat 4k> (enable) set port auxiliaryvlan 2/1-48 111
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Note

To createthe | P phone 802.1Q accesstrunksin the Catalyst 3500 XL and 2900 XL
series, use the following commands:

interface FastEthernet0/1
switchport trunk encapsul ati on dot 1q
switchport trunk native vlian 12
switchport nobde trunk
switchport voice vlan 112
spanni ng-tree portfast

vl an dat abase
vl an 112

For ease of troubleshooting, the VLAN can be configured to match
the subnet address.

Classification and Queuing on the IP Phone

Classifying, or marking, traffic as close to the edge of the network as possible has
always been an integral part of the Cisco network design architecture. When
connected by asingle cable, the |P phoneis the edge of the managed network. As
such, the IP phone can and should classify traffic flows.

Three User Priority bitsin the 802.1p portion of the 802.1Q header are used for
signaling Layer 2 CoS information (see Figure 1-2). By default, all VolP
Real-time Transport Protocol (RTP) bearer flows from the | P phone are set to a
Layer 2 CoS value of 5 and a Layer 3 IP Precedence value of 5. Using IP
Precedence is a transitional step, and all Cisco Vol P devices will eventually
migrate to Differentiated Services Code Point (DSCP) for Layer 3 classification.
At that time, Cisco Vol P endpoints (using DSCP instead of |P Precedence) will
use a DSCP value of 46, or Expedited Forwarding (EF). These CoS and Type of
Service (ToS) values are significant when examining how classification and
queuing works both within an 1P phone and in an enterprise network.

At the heart of a Cisco | P Phoneisathree-port 10/100 switch. One port, PO, isan
internal port used for connecting the actual voice electronicsin the phone. Port P1
isused to connect a daisy-chained PC, and Port P2 is used to uplink to the wiring
closet Ethernet switch. Each port has four queues with a single threshold (4Q1T
configuration). One of these queues, Queue 0, is a high-priority queue for all
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Bridge Protocol Data Unit (BPDU) and CoS=5 traffic. These queues are all
serviced in around-robin fashion with atimer used on the high-priority queue. If
this timer expires while the queue scheduler is servicing the other queues, the
scheduler automatically moves back to the high-priority queue and empties its
buffer, ensuring voice quality. Figure 2-4 shows the queuing scheme for an 1P
phone.

Figure 2-4 Queuing for an IP Phone
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P1

Queue 3

From PC

45844

PQ is for QoS 5 flows and BPDUs

Because the high-priority queue for the IP phone is accessible to any Layer 2
CoS=5 traffic, it is critical to make sure that the PC connected to the access port
of the IP phone is not classifying traffic also. The recommended method for
ensuring thisisto extend the trust boundary of the Ethernet switch to the P phone
and not beyond, as illustrated in Figure 2-5.
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Figure 2-5 Trust Boundaries for IP Phone
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Catalyst 6000

On Catalyst 6000 switches, trust boundary extension is done using the set port
gostrust-ext command in Cisco CatOS Release 5.5. This command instructs the
I P phone to mark traffic from the attached PC as CoS=0. Once the phoneis
configured to manipulate the CoS value, you must also configure the port to
accept the CoS of the IP phone. On current Catalyst 10/100 Ethernet line cards,
this requires a combination of configuration steps. First, the actual port hasto be
instructed to trust Layer 2 Ethernet CoS valuesfrom the IP phone. You can do this
by using the set port qos trust commands. To overcome a configuration
limitation on the line card ASIC, you must configure an additional Access Control
List (ACL) to trust the IP phones. The best way to accomplish thisis by

Cisco IP Telephony QoS Design Guide
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configuring an ACL to trust all CoS classification on Ethernet portsin the
Auxiliary VLAN. The commands for establishing a classification and trust
boundary at the IP phone are as follows:

cat 6k- access> (enabl e) set port gos 5/1-48 trust-ext untrusted

cat 6k- access> (enabl e) set port qos 5/1-48 trust trust-cos

cat 6k- access> (enable) set qos acl ip ACL_IP-PHONES trust-cos ip any any
cat 6k- access> (enabl e) set port qos 5/1-48 vl an-based

cat 6k- access> (enable) commit qgos acl all

cat 6k- access> (enabl e) set qos acl nmap ACL_| P- PHONES 110

A
Note  The additional ACL configuration will not be required with the next
generation of Catalyst 6000 10/100 line cards.

Catalyst 2948G, 2980G, and 4000

At the time of writing of this document, the Catalyst 2948G, 2980G, and 4000 do
not currently offer the set port qos <mod/port> trust trust-ext commands.

Therefore, these switches must rely on the default configuration of the | P phone,
which uses CoS=5 for all Vol P streams and reclassifies CoS on all PC traffic to 0.

Catalyst 3500 XL and 2900 XL

When connecting | P phones to Catalyst 3500 XL and 2900 XL switchesusing the
single-cable model, these switches require the same functionality asthe
Catalyst 6000 switches. To configure the |P phone not to trust the CoS settings
from the PC, use the following commands:

interface FastEthernet0O/1
swi tchport priority extend cos O
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Using Multiple Cables to Install an IP Phone

You might want to use multiple cables to connect the IP phones if any of the
following conditions apply to your Cisco |P Telephony network:

You are connecting | P phones that do not have a second Ethernet port for
attaching a PC.

You want to create aphysical separation between the voice and data networks.

You want to provide in-line power easily to the IP phones without having to
upgrade the data infrastructure.

You want to limit the number of switches that need UPS power.
You want to limit the amount of CatOS upgrades needed in the network.

You want to limit the Spanning Tree configuration in the wiring closet
switches.

Speed and Duplex

Because there is no PC behind the IP phone when you use multiple cables, port
speed and duplex settings are not as critical aswith asingle cable. Whileit is safe
to use the same configuration as with a single-cable connection (in case aPC is
plugged into the second Ethernet port on the phone), this configuration is not
required.
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IP Addressing

The recommended configuration for using multiple cables to connect IP phones
to the Cisco AVVID network isto use a separate | P subnet and separate VLANS
for | P telephony.

Note  Using a separate subnet, and possibly a separate |P address space,
may not be an option for some small branch offices due to the IP
routing configuration. If the IP routing can handle an additional
subnet at the remote branch, you can use Cisco Network Registrar
and secondary addressing. Chapter 4, “Building a Branch Office,”
discusses single address space configurations for connecting both IP
phones and data devices.

Classification and Queuing on the IP Phone

Since the IP phone and any data PCs are on separate physical cables, queuing on
the IP phone is not required. However, since the IP phoneis still a managed
device, classification should still take place on the phone or ingress Access switch
port. This classification for Vol P packets can be handled in a variety of ways,
depending upon which hardware is used in the wiring closet switch. Thefollowing
sections describe several different scenarios for the various types of switches.

Catalyst 6000

In the example shown in Figure 2-6, a Catalyst 6000 is used as a wiring closet
switch. Ports 3/1-24 connect to | P phones, and ports 3/25-48 connect to data-only
PCs. Because thisis atightly managed environment, all Layer 2 CoS settings are
enforced on the Catalyst 6000.
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cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>

Using Multiple Cables to Install an IP Phone

Figure 2-6 Using Multiple Cables to Connect IP Phones to a Catalyst 6000
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The commands for implementing this configuration are as follows:

set
set
set
set
set
set
set
set
set
set

(enabl e)
(enabl e)
(enabl e)
(enabl e)
(enabl e)
(enabl e)
(enabl e)
(enabl e)
(enabl e)
(enabl e)
(enabl e)

(enabl e) set

Catalyst 4000

commit qos ac

port inlinepower 6/1-24 auto

port inlinepower 6/25-48 off

vlan 110 6/1-24

vlan 10 6/25-48

port auxial aryvl an 6/1-24 dot1p
port host 6/1-24

port qos 6/1-24 trust-ext untrusted
port qos 6/1-24 trusttrust-cos

gos acl ip ACL_IP-PHONES trust-cos ip any any
port qos 6/ 1-24 vl an-based

al

gos acl map ACL_I P- PHONES 110

Currently there is no dot1p extension to the auxialaryvlan command on the

Catalyst 2948G, 2980G, and 4000 switches. To use the 802.1p classification of the
IP phone for switch QoS, you must configure the Auxiliary VLAN with the same
value as the port VLAN ID. This enables the | P phone to mark packets with the
proper CoS settings.

The commands for implementing this configuration are

set vlan 11 2/25-48

set vlan 111 2/1-24

set port host 2/1-48

set port auxiliaryvlan 2/1-24 111

cat 4k>
cat 4k>
cat 4k>
cat 4k>

(enabl e)
(enabl e)
(enabl e)
(enabl e)
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Catalyst 3500 XL and 2900 XL

Another option when configuring trust isto set it at the port level. On the Catalyst
3500 and 2900 XL series switches, either 802.1p or port-based CoS settings can
be used for classifying traffic. A port-based configuration would look similar to
the one in Figure 2-7.

Figure 2-7 Using Multiple Cables to Connect IP Phones to a Catalyst 3500 XL
or 2900 XL

Multiple cables
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The commands for implementing this configuration are

interface FastEthernet0/1
description | P Phone port
spanni ng-tree portfast
switchport node access
switchport access vlan 112

interface FastEthernet0/2
description Data-only PC port
switchport node access
switchport access vlan 12
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Installing SoftPhone

Some companies deploy |P telephony using the Cisco SoftPhone application. In
addition, many companies wish to evaluate the viability of using PC-based Vol P
applications. Many PC network interface cards (N1Cs) do not currently set 802.1P
CoS bits for Layer 2 classification. Even if the PCs did set Layer 2 frame
markings, the vast majority of network administrators would resist "trusting" a
user's PC. Because of these factors, Cisco SoftPhone currently classifies voice
packets only at the Layer 3 IP header. In fact, all voice bearer packets originating
from the Cisco SoftPhone application are marked with an I P Precedence val ue of
5. Of course, this marking requires awiring closet Ethernet switch that is Layer 3
enabled, with multiple queues, to correctly queue these voice packets. Currently,
this limits Cisco SoftPhone designs to PCs connected to Catalyst 6000 switches
with a Policy Feature Card (PFC) installed.

Speed and Duplex

For use with SoftPhone, all wiring closet switch access ports should be set to
full-duplex 100BaseT. Because PC CPUs are so fast, data has the potential to
overrun voice on a half-duplex 10BaseT connection. See the “Using a Single
Cableto Install an IP Phone” section on page 2-2 for details on setting speed and
duplex on Catalyst switches.

IP Addressing

IP addressing is not an issue in this case because the SoftPhone application runs
on a PC.

Classification and Queuing on the IP Phone

Cisco SoftPhone is a PC application, and it currently marks voice traffic only at
the Layer 3 1P header. Thisrequiresthe access switch to be Layer 3 aware because
of the need to prioritize voice traffic before the first uplink to the distribution
layer. Thislimits the choice of wiring closet switches with multiple queuesto the
Catalyst 6000 with a PFC installed.
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~
Note  The switch must be configured to trust IP Precedence values from
the Cisco SoftPhone application on the PC.

In the following example, a Catalyst 6000 is used as a wiring closet switch. The
supervisor engine of the Catalyst 6000 has a PFC daughter card installed, which
provides Layer 3/4 QoS intelligence. The access port connected to the PC is
configured to trust all 1P Precedence values originating from the PC. An ACL,
ACL_SOFTPHONE, is also added as aworkaround for the current configuration
limitations on the Catalyst 6000 10/100 line cards. The commands for this
configuration are

cat 6k- access> (enabl e) set qos enable

cat 6k- access> (enable) set port qos 7/1-48 port-based

cat 6k-access> (enabl e) set port qos 7/1-48 trust trust-ipprec

cat 6k-access> (enable) set qos acl ip ACL_SO-TPHONE trust-ipprec ip any any

cat 6k- access> (enable) commt gos acl ACL_SOFTPHONE
cat 6k-access> (enabl e) set qos acl nap ACL_SOFTPHONE 7/ 1-48

Using Separate Access Layer Switches for
IP Phones

You might want to connect the I P phones to separate switchesin the wiring closet.
This can avoid the need to upgrade your current data switches, and it servesto
keep the voice and data networks completely separate. Thistype of installation is
very similar to the scenario that uses separate ports on the wiring closet switch.

Speed and Duplex

Because there is no PC behind the | P phone in this type of installation, port speed
and duplex settings are not as critical asin other types of installations. Whileitis
safe to use the same configuration as with a single-cable connection (in case a PC
is plugged into the second Ethernet port on the phone), this configuration is not
required.
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Classification

Using Separate Access Layer Switches for IP Phones W

The recommended configuration for connecting IP phones to separate access
layer switches on a Cisco AVVID network isto use a separate | P address space
and separate VLANS for P telephony. In this case, the entire second switch, the
newly installed Vol P-only Ethernet switch, runs asingle VLAN. No trunking is
necessary between the | P phone and the Ethernet switch. However, Cisco
recommends that you use 802.1p for tagging Vol P packets from the IP phone as
"important.”

The commands for implementing this configuration are

cat 4k> (enable) set port inlinepower 2/1-48 auto

cat 4k> (enabl e) set port inlinepower 2/25-48 off

cat 4k> (enable) set vlan 111 2/1-48

cat 4k> (enable) set port host 2/1-48

cat 4k> (enable) set port auxiliaryvlan 2/1-24 111

and Queuing on the IP Phone

Because this type of installation puts the IP phones and any data PCs on separate
physical cables, queuing on the IP phone is not required. However, since the IP
phoneis still a managed device, classification should still take place on the P
phone. This classification for Vol P packets can be handled in a variety of ways,
depending upon which hardware is used in the wiring closet switch. If the wiring
closet switch is adevice that handles Layer 2 processing only, the CoS setting of
the IP phoneis used for classification at the access layer and into the distribution
layer. The following example shows this type of configuration for a Catalyst
3500 XL or 2900 XL switch:

interface FastEthernet0/1
switchport trunk encapsul ati on dot 1q
switchport trunk native vlian 112
switchport nobde trunk
switchport voice vlan dot1p
spanni ng-tree portfast
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Summary

As described in this chapter, the following general guidelines and
recommendations apply when connecting IP phones to the Cisco AVVID
network:

e UseAuto-Negotiation for port settings on the wiring closet switch.
¢ Instal IP phones on a separate voice-only subnet.
e Use PortFast to decrease | P phone boot time.

¢ Extend the classification trust boundary to the phone using trust-ext
commands.

¢ Never allow PC applications to send traffic at a CoS or ToS value of 5-7.
e Useonly Layer 3 or 4 wiring closet switches with SoftPhone.

In addition, the following caveats apply:

Note  Attaching I P phones to any shared media devices, such as an
Ethernet hub, is not supported.

Note  Cascading (daisy chaining) of 1P phonesis not supported at this
time.

Correctly connecting the I P phone is the first step in enabling QoS in the
enterprise Vol P network. By enabling port Auto-Negotiation and classifying CoS
and ToS, the | P phone can serve as the edge or boundary of the intelligent
enterprise network.
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CHAPTER 3

Designing a Campus

This chapter covers design considerations and recommendations for
implementing the Cisco AVVID network in a campus environment.

Campus Switching Designs for Cisco AVVID

Until recently, the conventional wisdom was that Quality of Service (QoS) would
never be an issue in the enterprise campus due to the bursty nature of network
traffic and the capability of buffer overflow. Gradually, engineers have come to
understand that buffering, not bandwidth, is the issue in the campus. For this
reason, QoS tools are required to manage these buffers to minimize loss, delay,
and delay variation. Figure 3-1 shows areas where transmit buffers can give rise
to QoS issues.
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Figure 3-1 QoS Considerations with Transmit Buffers
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Q: Areas where QoS may be a concern

Transmit buffers have atendency to fill to capacity in high-speed campus
networks due to the bursty nature of data networks combining with the high
volume of smaller Transmission Control Protocol (TCP) packets. If an output
buffer fills, ingress interfaces are not able to place new flow traffic into the output
buffer. Once the ingress buffer fills, which can happen very quickly, packet drops
will occur. Typically, these drops are more than a single packet in any given flow.
As stated earlier, packet loss causes voice clipping and skips. Current

Cisco Digital Signal Processor (DSP) algorithms can correct for 30 ms of lost
voice. Cisco Vol P technology uses 20-ms samples of voice payload per Vol P
packet. Thus, current DSP algorithms allow for only a single voice Real-time
Transport Protocol (RTP) packet to be lost during any given time. If two
successive voice packets are lost, voice quality begins to degrade. Figure 3-2
illustrates this situation.
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Figure 3-2 Loss of Voice Quality When Transmit Buffer Is Full
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Vol P traffic is sensitive to both delayed packets and dropped packets. Aslong as
acampusisusing Gigabit Ethernet trunks, which have extremely fast serialization
times, delay should never be a factor regardless of the size of the queue buffer.
Drops, however, always adversely affect voice quality in the campus. Using
multiple queues on transmit interfaces is the only way to eliminate the potential
for dropped traffic caused by buffers operating at 100% capacity. By separating
voice and video (which are both sensitive to delays and drops) into their own
gueues, you can prevent flows from being dropped at the ingress interface even if
data flows are filling up the data transmit buffer. Figure 3-3 illustrates the use of
separate voice and data buffers.
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Figure 3-3 Using Separate Transmit Buffers for Voice and Data
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Note Itiscritical to verify that Flow Control is disabled when enabling
QoS (multiple queues) on Catalyst switches. Flow Control will
interfere with the configured queuing behavior by acting on the ports
before queuing is activated. Flow Control is disabled by default.

Queue Scheduling

The scheduler process can use avariety of methods to service each of the transmit
gueues (voice and data). The easiest method is a Round-Robin (RR) algorithm,
which services queue 1 through queue N in asequential manner. While not robust,
thisisan extremely simple and efficient method that can be used for branch office
and wiring closet switches. Distribution Layer switches use a Weighted
Round-Robin (WRR) algorithm in which higher priority traffic is given a
scheduling "weight."

Another option isto combine Round-Robin or Weighted Round-Robin scheduling
with priority scheduling for applications that are sensitive to packet delay and
drop. This uses a priority queue (PQ) that is always served first when there are
packets in the queue. If there are no frames in the PQ, the additional queues are
scheduled using RR or WRR.
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Number of Queues

There has been much discussion about how many queues are actually needed on
transmit interfaces in the campus. Should you add a queue to the wiring closet
switches for each Class of Service (CoS) value? Should you add eight queues to
the distribution layer switches? Should you add a queue for each of the

64 Differentiated Services Code Point (DSCP) values? This section presents some
guidelines that address these questions.

First, it isimportant to remember that each port has a finite amount of buffer
memory. A single queue has access to all the memory addresses in the buffer. As
soon as asecond queueis added, thefinite buffer amount is split into two portions,
one for each queue. Now all packets entering the switch must contend for a much
smaller portion of buffer memory. During periods of high traffic, the buffer fills,
and packets are dropped at the ingress interface. Because the majority of network
traffic today is TCP-based, a dropped packet results in a re-send, which further
increases network congestion. Therefore, queuing should be used cautiously and
only when particular priority traffic is sensitive to packet delays and drops.

Two queues are adequate for wiring closet switches, where buffer management is
less critical than at other layers. How these queues are serviced (Round-Robin,
Weighted Round-Robin, or Priority Queuing) isless critical than the number of
buffers because the scheduler process is extremely fast when compared to the
aggregate amount of traffic.

Distribution layer switches require much more complex buffer management due
to the flow aggregation occurring at that layer. Not only are priority queues
needed, but you should also specify thresholds within the standard queues. Cisco
has chosen to use multiple thresholds within queues instead of continually
increasing the number of interface queues. Asdiscussed earlier, each time aqueue
is configured and allocated, all of the memory buffers associated with that queue
can be used only by frames meeting the queue entrance criteria. The following
example illustrates this concept:

Assumethat a Catalyst 4000 10/100 Ethernet port has two queues configured, one
for Vol P (Vol P bearer and control traffic) and the default queue, which is used for
Hypertext Transfer Protocol (HTTP), e-mail, File Transfer Protocol (FTP), logins,
Windows NT Shares, and Network File System (NFS). The 128-KB voice queue
issplitinto a 7:1 transmit and receive ratio. The transmit buffer memory is then

further separated into high- and low-priority partitionsin a4:1 ratio. If the default
traffic (theweb, e-mail, and file shares) beginsto congest the default queue, which
isonly 24 KB, packets begin dropping at the ingress interfaces. This occurs
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regardless of whether the Vol P control traffic is using any of its queue buffers. The
dropped packets of the TCP-oriented applications cause each of these applications
to send the data again, aggravating the congested condition of the network. If this
same scenario were configured with a single queue, but with multiple thresholds
used for congestion avoidance, the default traffic would share the entire buffer
space with the Vol P control traffic. Only during periods of congestion, when the
entire buffer memory approaches saturation, would the lower priority traffic
(HTTP and e-mail) be dropped.

This discussion does not imply that multiple queues are to be avoided in

Cisco AVVID networks. As discussed earlier, the Vol P bearer streams must use a
separate queue to eliminate the adverse affects that packet drops and delays have
onvoice quality. However, every single CoS or DSCP value should not get its own
gueue because the small size of the resulting default queue will cause many TCP
re-sends and will actually increase network congestion.

In addition, the Vol P bearer channel is a bad candidate for queue congestion
avoidance algorithms such as Weighted Random Early Detection (WRED). Queue
thresholding uses the WRED algorithm to manage queue congestion when a
preset threshold value is specified. Random Early Detection (RED) works by
monitoring buffer congestion and discarding TCP packetsif the congestion begins
toincrease. Theresult of the drop isthat the sending endpoint detects the dropped
traffic and slows the TCP sending rate by adjusting the window size. A WRED
drop threshold is the percentage of buffer utilization at which traffic with a
specified CoS valueis dropped, leaving the buffer available for traffic with higher
priority CoS values. The key isthe word "Random" in the algorithm name. Even
with weighting configured, WRED can still discard packetsin any flow; it isjust
statistically more likely to drop them from the lower CoS thresholds.

Marking Control and Management Traffic

In networks with high traffic loads, managing the delivery of control traffic is
critical to ensuring a positive user experience with VolP. An example where this
comesinto play iswith the Delay to Dial-Tone (DTT) time. The Cisco IP Phones
use Skinny Station Protocol to communicate with Cisco CallManager. When a
Cisco IP Phone goes off hook, it "asks" Cisco CallManager what to do. Cisco
CallManager then instructs the Cisco IP Phone to play dial-tone. If this Skinny
Client Protocol management and control traffic is dropped or delayed within the
network, the user experience is adversely affected. This same logic appliesto all
signaling traffic for gateways and phones.
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To ensure that this control and management traffic is marked asimportant (but not
as important as the actual RTP stream), Access Control Lists (ACLS) are used to
classify these streams on Catalyst 5000 and 6000 switches that are enabled for
Layer 3/4. Examples of these configurations are detailed in the “ Catalyst 6000
Access Layer” section on page 3-11. For designs where a Cisco 10S router isthe
first Layer 3 or 4 access point, ACLs are used. Examples of these configurations
are included in Chapter 5, “Implementing a Wide Area Network.”

Figure 3-4 shows atypical server farm design, with an access layer switch
providing access to the distribution layer.

Figure 3-4 Typical Server Farm
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Skinny Protocol

Cisco CallManager communicates with | P phones and gateways using TCP ports
2000-2002. The following example commands classify all Skinny Protocol traffic
from IP phones and gateways (VLAN 110) and Cisco CallManager (4/2) as
DSCP 26 (AF31, which is backward compatible with 1P Precedence 3).

Note  Beginning with Release 3.0(5), Cisco CallManager includes the
ability to configure the CoS and ToS values for all Vol P control and
management traffic from Cisco CallManager, the IP phones, and the
Skinny Protocol gateways (this does not include the AT and AS
model analog gateways). With this user-configurable classification,
network element access lists are no longer required for marking
Skinny Protocol Vol P control traffic. H.323 and Media Gateway
Control Protocol (MGCP) traffic still require external, network
element marking for several more months.

The following commands perform these functions:
1. Enable switch-wide QoS.

2. Create an access control list (ACL_IP-PHONES), marking all Skinny Client
and Gateway Protocol traffic from the IP phones and from Skinny Protocol
gateways with a DSCP value of 26 (AF31).

3. AddtotheACL_IP-PHONE accesslist, trusting all DSCP markings from the
IP phone, so that the ToS=5 RTP traffic is not rewritten.

4. Create an access control list (ACL_VOIP_CONTROL), marking all Skinny
Client and Gateway Protocol traffic from Cisco CallManager with a DSCP
value of 26 (AF31).

5. Acceptincoming Layer 2 CoSclassification. (Current 10/100 version "1" line
cards must have trust-cos enabled even though the parser returns an error).

6. Inform the port that all QoS associated with the port will be doneonaVLAN
basis.

7. Instruct the IP phone to rewrite CoS from the PC to CoS=0 within the IP
phone Ethernet ASIC.

8. Inform Cisco CallManager port (4/2) that all QoS associated with the port
will be done on a port basis.
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cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
2002

cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>

Marking Control and Management Traffic

9. Write the access control list to hardware.
10. Map the ACL_IP-PHONE access control list to the auxiliary VLAN.

11. Map the ACL_VOIP_CONTROL access control list to the Cisco
CallManager port.

(enabl e) set gos enable

(enabl e) set gos acl ip ACL_I P-PHONES dscp 26 tcp any any range 2000 2002
(enabl e) set qgos acl ip ACL_IP-PHONES trust-cos ip any any

(enabl e) set gos acl ip ACL_VO P_CONTROL dscp 26 tcp any any range 2000

(enabl e) set port qos 5/1-48 trust trust-cos
(enabl e) set port qos 5/1-48 vl an-based

(enabl e) set port qos 5/1-48 trust-ext untrusted
(enabl e) set port qos 4/2 port-based

(enable) commit qos acl al

(enabl e) set gos acl map ACL_I P- PHONES 110
(enabl e) set gos acl map ACL_VO P_CONTROL 4/2

H.323 Protocol

cat 6k- access>
cat 6k- access>
11999

cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>

Cisco CallManager communicates with H.323 gateways using TCP ports 1720
(H.225) and 11xxx (H.245). The following example commands classify H.323
control traffic from Cisco CallManager (4/2) and from H.323 gateways (4/3) as
DSCP 26 (AF31, which is backward compatible with |P Precedence 3).

(enabl e) set gos acl ip ACL_VO P_CONTROL dscp 26 tcp any any eq 1720
(enabl e) set gos acl ip ACL_VO P_CONTOL dscp 26 tcp any any range 11000

(enabl e) set port qos 4/2 port-based

(enabl e) set port qos 4/3 port-based

(enable) commit qos acl ACL_VO P_CONTROL
(enabl e) set gos acl map ACL_VO P_CONTROL 4/2
(enabl e) set gos acl map ACL_VO P_CONTROL 4/ 3
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MGCP

cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>
cat 6k- access>

Cisco CallManager communicates with Media Gateway Control Protocol
(MGCP) gateways using User Datagram Protocol (UDP) port 2427. Thefollowing
example commands classify MGCP control traffic from Cisco CallManager (4/2)
and from the MGCP gateway (4/4) as DSCP 26 (AF31, which is backward
compatible with IP Precedence 3).

(enabl e) set gos acl ip ACL_VO P_CONTROL dscp 26 udp any any eq 2427
(enabl e) set port qos 4/2 port-based

(enabl e) set port qos 4/4 port-based

(enable) commit qos acl ACL_VO P_CONTROL

(enabl e) set gos acl map ACL_VO P_CONTROL 4/2

(enabl e) set gos acl map ACL_VO P_CONTROL 4/ 4

Example 3-1 shows the command and its associated output for verifying that the
Access Control Lists (ACLSs) are attached to the correct VLANSs and ports.

Example 3-1 Verifying the ACLs

cat 6k- access> (enable) sh qos acl map run all

ACL nane Type VI ans
AcL_IPPHONS P02
ACL nane Type Ports
AcL_iPPHNS P
ACL nane Type VIl ans
Ac_voPCONTRL P
ACL nane Type Ports
AC_VOPCONTRAL  pazasas
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Catalyst 6000 Access Layer

One of the most popular campus configurations for Cisco AVVID solutionsis to
use Catalyst 6000 switchesin both the wiring closet and the distribution and core
layers. There are several compelling reasons for this:

¢ The Catalyst 6000 can provide in-line power to the IP phones.
e The Catalyst 6000 offers the highest growth potential.

e The Catalyst 6000 supports the most advanced Layer 2/3 campus QoS tools
in the Cisco product line.

Figure 3-5 shows a general model for the Catalyst 6000 QoS configurations
discussed in this guide.

Figure 3-5 General Model for Catalyst 6000 QoS Configurations
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With the addition of the Policy Feature Card (PFC) daughter card, the

Catalyst 6000 isinherently capable of handling Layer 2, 3, and 4 QoS issues. The
PFC can be used to enable advanced QoS tools such as packet classification and
marking, scheduling, and congestion avoidance based on either Layer 2 or
Layer 3 and 4 header information. Multiple receive and transmit queues with
thresholds can be configured and used according to the QoS policy rules
configured in the switch.

The Catalyst 6000 has two versions of Supervisor Engines, the Supl and SuplA.
There are also two versions of Catalyst 6000 line cards, the second of which is
also denoted by an "A" product number. All Catalyst 6000 Ethernet modules
support asingle receive queue with four thresholds and two transmit queues, each
with two thresholds. The "A" cards include enhanced QoS features that provide
an additional priority queue for both ingress and egress interfaces. These queues
are serviced in a Weighted Round-Robin (WRR) method, except for the priority
gueue, which is always serviced as soon as frames have entered the queue. To see
how a port is configured, issue the show port capabilities <mod/port> CatOS
command. The default QoS capabilities of the port can be changed using the set
gos map <port_type> rx | tx <queue#> <threshold#> and set qos
wred-threshold commands. When modifying the queue thresholds, it is
important to remember that the higher priority queue has a higher numerical
value.

Scheduling for the Catalyst 6000 transmit interfaces is managed by the WRR
algorithm. Each queue is given a user-configurable weight. By default, the "high"
gueue is given 98% of the scheduler time, and the "low" queue is given just 2%.
Thisratio is conducive to ensuring that packets with alow delay tolerance are not
delayed in aqueue. Thisis also the reason behind giving the "low" queue a much
higher percentage of the overall interface buffer. If the Priority Queue (PQ) is
configured, it will always be serviced first. If no frames reside in the PQ, WRR
begins to schedul e the other two queues.
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Catalyst 6000 Port Scheduling and Queuing Schemes

This section presents several suggested configurations for port scheduling and
gueuing on the Catalyst 6000.

Receive Interface

There are two possible configurations for the receive interface, depending on
whether or not a priority queue is needed:

o 104T
One standard queue with four drop thresholds.
8-KB receive buffer for 10/100 Mbps
64-KB receive buffer for 1000 Mbps
Available on all 10/100/1000 Mbps modules
The default values for the drop thresholds are

% of Buffer Capacity Drop CoS Value
50% 0-1

60% 2-3

80% 4-5

100% 6-7

e 1P1QAT

One Priority Queue (PQ) and one standard queue with four drop thresholds

Available only on certain versions of 10/100/1000 M bps modules, depending
on line card

By default, all CoS 5 frames are placed in the PQ, which uses a strict priority
scheduling algorithm.

[ 78-11549-01
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The default values for the drop thresholds in the standard queue are

Queue # % of Buffer Capacity Drop CoS Value
1 50% 0-1
1 60% 2-3
1 80% 4
1 100% 6-7
2 100% 5
Transmit Interface

There are two possible configurations for the transmit interface, depending on
whether a priority queue is needed:

. 2Q2T

Two standard queues with two drop thresholds. The high-priority queueis
allocated 20% of the total queue size, and the low-priority queueis allocated
80% of the total queue size.

Available on all 10/100/1000 Mbps modules
The default values for the drop thresholds are

Queue # % of Buffer Capacity Drop CoS Value
1- Low Priority - 80% of |40% 0-1
total queue size 100% 2.3
2-HighPriority - 20% of [40% 4-5
total queue size 100% 6-7

o 1P2Q2T

One Priority Queue (PQ) and two standard queues with two drop thresholds.
By default, all CoS 5 frames are placed in the PQ, which uses a strict priority
scheduling algorithm that always services the PQ first, and, once the PQ is

r Cisco IP Telephony QoS Design Guide
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empty, WRR is used on the remaining queues. The PQ gets allocated 15% of
the total queue size, as does the high-priority queue. The low-priority queue
is alocated 70% of the total queue size.

Available only on certain versions of 10/100/1000 M bps modul es, depending

on line card

The default values for the drop thresholds are

Queue # % of Buffer Capacity Drop CoS Value
1-Low Priority - 70% of |40% 0-1

total queue size 100% 2.3

2-High Priority - 15% of |40% 4

total queue size 100% 6-7

3 - Priority Queue - 15% |100% 5

of total queue size

Configuring QoS Parameters

After you have connected the | P phone to the wiring closet switch (see Chapter 2,
“Connecting |P Phones”), it is time to configure the QoS parameters on the
switch. Thisincludes setting up multiple queues on all ports, configuring access
to the queues, setting thresholds for traffic drops, and connecting the switch to the
distribution or core layer. The following sections detail these steps.
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IP Phone Port Queuing

If you use a single cable to connect I1P phone, asillustrated in Figure 3-6, the
access port is configured to trust the 1P phone and not the attached PC. The port
is also configured to use multiple transmit queues, one being a priority queue for
voice traffic.

Figure 3-6 Using a Single Cable to Connect an IP Phone
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The following commands enable QoS on the access layer Catalyst 6000 by
performing these functions:

1. Enable switch-wide QoS.

2. Informthe port that all QoS associated with the port will be doneonaVLAN
basis.

3. Instruct the IP phone to rewrite CoS from the PC to CoS=0 within the IP
phone Ethernet ASIC.

4. Acceptincoming Layer 2 CoS classification. (Current 10/100 version "1" line
cards must still have trust-cos enabled even though the parser returns an
error).

5. Create an access list that accepts incoming Layer 3 ToS classification
(necessary only on 10/100 ports).

6. Write the access list to hardware.
7. Map the access list to the auxiliary VLAN.

cat 6k- access> (enabl e) set qos enabl e

cat 6k- access> (enabl e) set port gos 5/1-48 vl an-based

cat 6k- access> (enable) set port qos 5/1-48 trust-ext untrusted
cat 6k- access> (enabl e) set port qos 5/1-48 trust trust-cos

cat 6k- access> (enabl e) set qos acl ip ACL_IP-PHONES trust-cos any
cat 6k-access> (enable) conmmt qos acl ACL_I P- PHONES

cat 6k- access> (enabl e) set qos acl map ACL_| P- PHONES 110
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Once QoS has been enabled on the Catalyst 6000 access layer switch, you can use
the following command to place all CoS=3 (VolP control) traffic into the second
transmit queue, with alow drop threshold, to ensure successful call control during
periods of heavy congestion. All CoS=5 (VolP RTP Bearer) traffic is placed into
the second queue automatically.

cat 6k-access> (enable) set qos map 292t tx 2 1 cos 3

Verifying IP Phone Access Port Configuration

One of the fundamental processes of implementing Quality of Service (QoS) is
verifying that the configurations are actually performing as expected. On the
Catalyst 6000 access layer switch, you can verify configuration performance
during periods of high congestion by examining the output of the following
commands:
® show port qgos <nod/port>
This command shows the QoS settings for the specified port. See
Example 3-2.
® show qos info runtine <nod/port>
This command shows QoS runtime information for the specified port. See
Example 3-3.
® show mac <nod/ port>
This command shows Media Access Control (MAC) information for the
specified port. See Example 3-4.
® show qos statistics I3
This command shows summary QoS statistics for all ports. See Example 3-5.

® show gos stat <nod/port>

This command shows detailed QoS statistics for the specified port. See
Example 3-6.
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Example 3-2 Displaying QoS Settings

cat 6k- access> (enable) sh port qos 5/1
QS is enabled for the switch
QoS policy source for the switch set to |ocal.

Port Interface Type Interface Type Policy Source Policy Source
config runtinme config runtime

5/1 vl an- based vl an- based COPS | ocal

Port TxPort Type RxPort Type Trust Type  Trust Type Def CoS Def CoS

config runtime config

5/1 292t 1g4t trust-cos trust-cos* 0

5/1 untrusted 0
(*)Runtinme trust type set to untrusted.

Confi g:
Port ACL nane Type

No ACL is mapped to port 5/1.
ACL is nmapped to VLAN

Runt i ne:
Port ACL nane Type

No ACL is mapped to port 5/1.

r Cisco IP Telephony QoS Design Guide
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Example 3-3 Displaying QoS Runtime Information

cat 6k- access>(enable) sh qos info run 5/1
Run tine setting of QoS:

QS is enabl ed

Policy Source of port 5/1: Local

Current 10/100 "1" linecards support 2q2t/1q4t only
Tx port type of port 5/1 : 2q2t

Rx port type of port 5/1 : 1q4t

Interface type: vlan-based

ACL is mapped to VLAN

ACL attached:

The gos trust type is set to trust-cos.
WArning: Runtine trust type set to untrusted.
Default CoS = 0

Queue and Threshold Mapping for 292t (tx):
Queue Threshold CoS

1
1
2
2
Queue and Thresh
Queue Threshold Co

Cisco IP Telephony QoS Design Guide
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Example 3-4 Displaying MAC Information

cat 6k- access> (enable) sh mac 5/1

Por t Rcv- Uni cast Rcv- Ml ti cast Rcv- Br oadcast
51 oet223 S 4
Por t Xmi t - Uni cast Xmit-Milticast Xmi t - Br oadcast
‘51 os7asses s206 72
Por t Rcv- Cct et Xmit-Cct et

si1 17178128 1840430081

"Qut-Discards" are packets drooped due to congestion in the tx interface buffers

MAC Del y- Exced MIU- Exced |n-Discard CQut-Discard

5/1 0 0 0 262140

Example 3-5 Displaying QoS Summary Statistics

cat 6k- access> (enabl e) sh qos stat |3
Vol P Control packets that have been re-witten with CoS=3/ DSCP=26 ( AF31)

Packet s dropped due to policing: 0
| P packets with ToS changed: 1885
| P packets with CoS changed: 781
Non- 1 P packets with CoS changed: 0

Example 3-6 Displaying QoS Detailed Statistics

cat 6k- access> (enable) sh gos stat 5/1

Al'l packets dropped are in the 1st drop threshold of queue #1

Tx port type of port 5/1 : 2qg2t
Q # Threshol d #: Packets dropped
1 1: 393210 pkts, 2:0 pkts

2 1: 0 pkts, 2:0 pkts

Rx port type of port 5/1 : 1q4t
Q # Threshol d #: Packets dropped

1 1: 0 pkts, 2:0 pkts, 3:0 pkts, 4:0 pkts

r Cisco IP Telephony QoS Design Guide
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Uplink Interface to the Distribution Switch

Onceyou have configured all the access port queuing, you must also configure the
uplink interfaces to the distribution/core switch. This involves enabling trust for
Ethernet frames coming into the trunk port (1/1 in this example), manipulating the
CoS-to-queue mapping entrance criteria, and mapping the CoS and | P Precedence
values to the appropriate DSCP value. The procedure for doing thisis outlined in
the following sections.

MLS and Catalyst QoS Configuration

If the IP phones are in a different VLAN than Cisco CallManager, additional
configuration is required. Any time a packet is sent to the Multilayer Switch
Feature Card (M SFC) for Layer 3 switching, the CoSis set to 0. Because most
configurations have the M SFC located in the distribution layer switch, the access
layer switch must trust all DSCP tagging on the uplink trunk from the distribution
layer. This enables the DSCP marking to be retained and used for DSCP-to-CoS
Layer 3 classification in the wiring closet switch. Use trust-cos for Layer 2
uplinks and trust-dscp for Layer 3 uplinks; for example:

cat 6k-access> (enable) set port qos 1/1 trust trust-dscp

Catalyst 6000 Transmit Queue Configuration

All Vol P (CoS=5) traffic will be placed into the egressinterface Priority Queue on
1p2g2t interfaces and Queue 2 on 2g2t interfaces as soon as you enable QoS.
However, you must perform the additional step of configuring the Catalyst 6000
CoS queue admission rules to ensure that CoS=3 (Vol P control) traffic is placed
into the second queue. Use the following commands to perform this configuration:

cat 6k- access> (enable) set qos map 1p2g2t tx 2 1 cos 3
cat 6k-access> (enable) set gos map 292t tx 2 1 cos 3

[ 78-11549-01
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Catalyst 6000 CoS/ToS-to-DSCP Mapping Configuration

Cisco follows the Internet Engineering Task Force (IETF) recommendations for

setting the DSCP classification values for both the Vol P control plane traffic and
Vol P bearer or media plane traffic. The recommended settings are DSCP=AF31

for Vol P control plane and DSCP=EF for Vol P bearer plane. To map the Layer 2
CoSand Layer 3 1P precedence settings correctly to these DSCP values, you must
modify the default CoS/ToS-to-DSCP mappings as follows:

cat 6k-di strib> (enable) set gos cos-dscp-map 0 8 16 26 32 46 48 56
cat 6k-distrib> (enable) set qos ipprec-dscp-map 0 8 16 26 32 46 48 56

Verifying CoS/ToS-to-DSCP Mapping

To verify that the CoS and ToS settings are mapped correctly to the DSCP values,
use the following two commands (shown with their associated output):

cat 6k-di stri b> (enable) sh qos map run cos-dscp-nap
CoS - DSCP nmap:
CoS  DSCP
0 O
8
16
26 -> 26 = AF31
32
46 -> 46 = EF

6
7

aboabdrwNPRE

8
6

cat 6k-di strib> (enable) sh qos map run ipprec-dscp-map
| P- Precedence - DSCP nap:

| P-Prec DSCP

0

8

16

26 -> 26
32

46 -> 46 = EF
48

56

AF31

~No o WNPF O
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Catalyst 4000 Access Layer

Another popular campus configuration for Cisco AVVID networks uses Catalyst
2948G, 2980G, and 4000 series switches in the wiring closets. There are several
compelling reasons for this:

¢ The Catalyst 4006 can provide in-line power to the IP phones.
e The Catalyst 4000 offers a very low price per port.
e These switches provide extremely scalable, high-speed switching.

Starting with CatOS Release 5.2, the Catalyst 4000 lines support dual -transmit
gueues on every interface. Admission to the queues is based on Layer 2 CoS
markings and is configurable in 802.1p User Priority pairs.

Catalyst 4000 Port Scheduling and Queuing Schemes

This section presents several suggested configurations for port scheduling and
gueuing on the Catalyst 4000.

Receive Interface

The recommended configuration for the receive interface is
e FIFO
One standard FIFO (First-1n, First-Out) queue.

Cisco IP Telephony QoS Design Guide
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Transmit Interface

The recommended configuration for the transmit interface is

2Q1T

Two standard queues with a single threshold. Scheduling is done on a
Round-Robin (RR) basis. Admission to the queues is based on 802.1p CoS
value and is user configurablein pairs. If you enable QoS but do not modify
the CoS-to-transmit queue mappings, switch performance could be affected
because all traffic is assigned to queue 1.

~

Note Once QoS is enabled on the Catalyst 4000, you must
change the CoS mappings to utilize the newly created
queue.

The default queue admission criteria for the Catalyst 4000 are

Queue # Queue Admission CoS Value

1

0-7

2

Broadcast, Multicast, and Unknown Traffic

Figure 3-7 shows a general model for the Catalyst 4000 QoS configurations
discussed in this guide.

Cisco IP Telephony QoS Design Guide
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Figure 3-7 General Model for Catalyst 4000 QoS Configurations

e/

Core

I Catalyst 6000

~— 4 Catalyst 4000

Distribution I

Access

VVID =111

45854

Catalyst 4000 Switch-Wide QoS

By default, only one queue is enabled on the Catalyst 4000 line of switches. Use
the set gos map commands to enable the use of the second queue in CatOS
Release 5.5.1. Vol P Control (CoS=3) frames should be placed into the second
gueue in the Catalyst 4000. These maps must be configured in pairs of CoS values
because the Catalyst 4000 examines only the first two CoS bits; for example:

cat 4k> (enabl e) set qos enabl e

cat 4k> (enabl e) set qos map 2qlt
cat 4k> (enabl e) set gos map 2qlt
cat 4k> (enabl e) set qos map 2qlt
cat 4k> (enabl e) set qos map 2qlt

cos
Cos
cos
cos

NN P
N N )
o B NO
~N oW
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Verifying Catalyst 4000 Queue Admission Configuration

To verify the queue admission configuration on the Catalyst 4000, use the
following command (shown with its associated output):

cat 4k> (enabl e) show qos info runtine

Run tine setting of QoS:

QS i s enabled

Al ports have 2 transmt queues with 1 drop thresholds (2qlt).
Default CoS = 0

Queue and Threshol d Mappi ng:

Queue Threshold CoS

1 1 01
2 1 234567
IP Phone Port Queuing

In CatOS Release 5.5.1, the Catalyst 4000 line does not offer any advanced IP
phone queuing features. Because of this, the Catalyst 4000 depends on the default
CoS marking and enforcement on the IP phone. For more details, see Chapter 2,
“Connecting |P Phones.”

Uplink Interface to the Distribution Switch

No special queuing or scheduling commands need to be configured on the
Catalyst 4000 side of the link (from the access layer Catalyst 4000 to the
distribution layer Catalyst 6000) because queuing is automatically enabled once
QoS has been enabled and classification and queue admission have been
configured.

You can perform additional uplink configuration if you are using the

Catalyst 4000 with the Layer 3 engine (the WS-X4232, which enables P, IPX,
and Multicast routing for the switch). The Layer 3 engine enables the

Catalyst 4000 to support four transmit queues based on | P precedence for

Cisco IP Telephony QoS Design Guide
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entrance criteria on the two-gigabit uplinks. The four queues are scheduled using
a user-configurable WRR algorithm. In this case, the transmit interface
configuration is as follows:

o 401T

Four standard queues with a single threshold. Scheduling is done on a
Round-Robin (RR) basis. Admission to the queues is based on 802.1p CoS
value and is user configurable in pairs.

N

Note

Once QoS is enabled on the Catalyst, you must change
CoS mappings to utilize the newly created queue. Note
that the Layer 3 queue numbering is the reverse of the
Layer 2 numbering.

The default Layer 3 1000-Mbps uplink queue admission criteria for the
Catalyst 4000 are as follows:

Queue Admission IP

Queue # Precedence Value
1 6-7
2 4-5
3 2-3
4 0-1

Catalyst 3500 Access Layer

The Cisco AVVID features in the Catalyst 2900 and Catalyst 3500 series, with a
minimum Cisco 10S release of 12.0(5)XU, allow interaction with the | P phones
for extending the CoS marking rules. In addition, the Catalyst 2900 XL and
3500 XL switches can classify untagged packets at the ingress ports by setting a
default CoS priority for each port. However, these switches (except for the

3548 XL) cannot reclassify any tagged packets, and they honor only the 802.1p
priority and place the packetsin the appropriate transmit queue. All Catalyst 3500
switchesand all Catalyst 2900 XL switcheswith 8-MB DRAM support these QoS
features. The Catalyst 2900 XL with 4-MB DRAM does not support QoS features.

[ 78-11549-01
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Catalyst 3500 Port Scheduling and Queuing Schemes

This section presents several suggested configurations for port scheduling and
gueuing on the Catalyst 3500.

Receive Interface

The recommended configuration for the receive interface is
e 1Q-FIFO
One standard FIFO (First-In, First-Out) queue.

Transmit Interface 10/100 Ports

The recommended configuration for the transmit interface for 10/100 portsis
e 201T

Two standard queues with a single drop threshold. Scheduling is done on a
priority-scheduling basis. Admission to the queuesis based on 802.1p CoS or
port-priority CoS value and is not user configurable.

The queue admission criteria for the Catalyst 3500 are as follows:

Queue # Queue Admission CoS Value
1 0-3
2 4-7

Transmit Interface Gigabit Ethernet Ports

The recommended configuration for the transmit interface for gigabit Ethernet
portsis

« 8Q-FIFO

Eight standard queues with a single drop threshold. Currently, only two
gueues are used. Scheduling is done on a priority-scheduling basis.
Admission to the queues is based on 802.1p or port-priority CoS values and
is not user configurable.

Cisco IP Telephony QoS Design Guide
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The gigabit Ethernet queue admission criteria are as follows:

Queue # Queue Admission CoS Value
1 0-3

2 4-7

3-8 Not Used

Figure 3-8 shows a general model for the Catalyst 3500 QoS configurations
discussed in this guide.

Figure 3-8 General Model for Catalyst 3500 QoS Configurations

Core 35 I !
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IP Phone Port Queuing

If you use asingle cable to install an IP phone, the access port is configured to
trust the IP phone and not the attached PC. The port is also configured to use
multiple transmit queues on all interfaces.

The commands to configure | P phone port queuing are

interface FastEthernet0O/1
switchport trunk encapsul ati on dot 1q
switchport trunk native vlan 12
switchport node trunk
switchport voice vlian 112
switchport priority extend cos 0O
spanni ng-tree portfast

Uplink Interface to the Distribution Switch

The recommended design for wiring closet configurations of Catalyst 3500 XL
series switches is a star topology with a Catalyst 3524 PWR XL connected to a
Catalyst 3508, which has dual uplinks to the distribution layer Catalyst 6000
switches. These uplinks are gigabit Ethernet links load balancing VLANS across
the uplinks and configured with UplinkFast for fast Layer 2 convergence.

Note A Catalyst 3500 series GigaStack configuration cannot provide
guaranteed voice QoS becauseit is essentially ashared media access
model.

The commands for this configuration are

interface G gabitEthernet0/1
swi tchport trunk encapsul ati on dot 1q
switchport node trunk

Cisco IP Telephony QoS Design Guide
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Catalyst 6000 Distribution Layer

After you configure the access switch and attach it to the distribution layer, you
must set up Quality of Service (QoS) on the distribution switches. This requires
the following changes to the configuration of the distribution switches:

¢ Configure VolIP control traffic transmit queuing.
e Configure the distribution layer with a Layer 3 access switch:
- Enabletrust ToS and DSCP from the access layer.
- Configure ToS-to-DSCP mappings.
¢ Configure the distribution layer with a Layer 2 access switch:
— Enable trust CoS and DSCP from the access layer.
- Configure CoS-to-DSCP mappings.
— Configure Layer 3 access lists for Vol P control traffic classification.
¢ Configure the connection to the Cisco 7200 WAN router.

Figure 3-9 shows a general model for these Catalyst 6000 distribution layer
configurations, which are discussed in the following sections.

Cisco IP Telephony QoS Design Guide
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Figure 3-9 General Model for Catalyst 6000 Distribution Layer Configurations
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Configuring Catalyst 6000 Distribution Layer VolP Control Traffic
Transmit Queue

As soon as QoS is enabled, all VolP (CoS=5) traffic is placed into the egress
interface Priority Queue on 1p2gz2t interfaces and into Queue #2 on 2q2t
interfaces (for all versions"1" of the 10/100 line cards). You must also perform an
additional step of configuring the Catalyst 6000 CoS queue admission rules to
ensure that CoS=3 traffic flows (VolP control traffic) are placed into the second
queue.

The commands for performing this configuration are

cat 6k-di strib> (enable) set qos map 1p2g2t tx queue 2 1 cos 3
cat 6k-di strib> (enable) set gos map 292t tx queue 2 1 cos 3

Cisco IP Telephony QoS Design Guide
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Catalyst 6000 Distribution Layer Configuration with a
Catalyst 6000-PFC Access Layer

Once you have enabled QoS on the distribution layer switch and have modified
the default queue admission, two configuration steps remain for completing the
integration with an access layer switch that is enabled for Layer 3:

e Enable trust DSCP from the access layer.
¢ Configure ToS-to-DSCP mappings.

Trust DSCP from the Layer 3 Access Switch

Enable trust for DSCP values from adjacent Layer 3 access switches. Use
port-base QoS on the trunking port and use trust-dscp instead of trust-cos. This
is becauset rust - cos overwrites the Layer 3 DSCP value with the mapped CoS,
and there is no need to do this since classification is done at the access layer.

The commands for this configuration are

cat 6k-di strib> (enable) set port gos 1/1 port-based
cat 6k-di strib> (enable) set port qos 1/1 trust trust-dscp

Cisco IP Telephony QoS Design Guide
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Catalyst 6000 ToS-to-DSCP Mapping Configuration

Cisco follows the Internet Engineering Task Force (IETF) recommendations for
setting the DSCP classification values for both the Vol P control plane traffic and
Vol P bearer or media plane traffic. The recommended settings are DSCP=AF31
for Vol P control plane and DSCP=EF for Vol P bearer plane. To map the Layer 3
I P precedence settings correctly to these DSCP values, you must modify the
default ToS-to-DSCP mappings as follows:

cat 6k-di strib> (enable) set gos ipprec-dscp-map 0 8 16 26 32 46 48 56

cat 6k-di strib> (enable) sh qos map run i pprec-dscp-map
| P- Precedence - DSCP nap:

I P-Prec DSCP

0

8

16

26 -> 26
32

46 -> 46 = EF
48

56

AF31

~No o~ WNEFO

Catalyst 6000 Distribution Layer Configuration with an Access
Switch Enabled for Layer 2 Only

Once you have enabled QoS on the distribution layer switch and have modified
the default queue admission, you must perform three additional configuration
steps to compl ete the integration with a Layer 2 access switch:

e Enabletrust CoS from the access layer.
¢ Configure CoS-to-DSCP mappings.

¢ Configure Layer 3 access lists for Vol P control traffic classification. (See the
“Marking Control and Management Traffic” section on page 3-6.)
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Trust CoS from the Layer 2 Access Switch

Enable trust for CoS values from adjacent Layer 2 access switches. Use
vlan-based QoS on the trunking port and use trust-cos instead of trust-dscp.
This configuration is used when the access layer switch isonly alLayer 2 device
doing CoS classification.

The command for this configuration is

cat 6k-di stri b> (enable) set port qos 1/2,3/2 vl an-based
cat 6k-di strib> (enable) set port qos 1/2,3/2 trust trust-cos

Catalyst 6000 CoS-to-DSCP Mapping Configuration

Cisco follows the IETF recommendations for setting the DSCP classification
values for both the Vol P control plane traffic and Vol P bearer or media plane
traffic. The recommended settings are DSCP=AF31 for Vol P control plane and
DSCP=EF for Vol P bearer plane. To map the Layer 2 settings correctly to these
DSCP values, you must modify the default CoS-to-DSCP mappings as follows:

cat 6k-di stri b> (enable) set qos cos-dscp-nap 0 8 16 26 32 46 48 56

cat 6k-di stri b> (enable) sh qos map run cos-dscp- nap
CoS - DSCP map:
CoS  DSCP
0 0
8
16
26 -> 26 = AF31
32
46 -> 46 = EF
48

OO WN P
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Configuring Layer 3 Access Lists for VolP Control Traffic Classification

To configure Layer 3 access lists for Vol P Control traffic classification, use the
following commands (shown with their associated output). Also use the
ACL_IP-PHONES access list from the “Marking Control and Management
Traffic” section on page 3-6.

cat 6k-di strib> (enable) set port qos 1/2,3/2 vl an-based
cat 6k-di stri b> (enable) set qos acl map ACL_| P- PHONES 111

cat 6k-di strib> (enable) sh gos acl map run ACL_| P- PHONES

ACL nane Type VI ans

ACL_| P- PHONES IP 110, 111, 112
ACL nane Type Ports

ACL_| P- PHONES 1P

cat 6k-di strib> (enable) sh gos acl info run ACL_| P- PHONES

set qos acl |P ACL_I P- PHONES

1. dscp 26 tcp any any range 2000 2002
2. dscp 26 tcp any any eq 1720

3. dscp 26 tcp any any range 11000 11999
4. dscp 26 udp any any eq 2427

5. trust-cos any

~

Note  Beginning with Release 3.0(5), Cisco CallManager includes the
ability to configure the CoS and ToS values for all Vol P control and
management traffic from Cisco CallManager, the IP phones, and the
Skinny Protocol gateways (this does not include the AT and AS
model analog gateways). With this user-configurable classification,
network element access lists are no longer required for marking
Skinny Protocol Vol P control traffic. H.323 and Media Gateway
Control Protocol (MGCP) traffic still require external, network
element marking for several more months.
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Configuring the Connection to the Cisco 7200 WAN Router

Use the following commands to configure the connection to the Cisco 7200 WAN
router.

~

Note  Current 10/100 version "1" line cards must still have trust-ipprec
enabled even though the parser returns an error

cat 6k-di strib> (enable) set port gos 9/1 port-based
cat 6k-di strib> (enable) set port qos 9/1 trust trust-ipprec

cat 6k-di strib> (enable) set gos acl ip ACL_TRUST-WAN trust-ipprec any
cat 6k-di strib> (enable) commt gos acl ACL_TRUST- WAN
cat 6k-di strib> (enable) set qos acl map ACL_TRUST-WAN 9/ 1

cat 6k-di strib> (enable) sh port qos 9/1
Q@S is enabled for the switch.
QoS policy source for the switch set to |ocal.

Port Interface Type Interface Type Policy Source Policy Source
config runti me config runti me

9/1 port - based port - based COPS | ocal

Port TxPort Type RxPort Type Trust Type Trust Type Def CoS Def CoS
config runtinme config runtine

9/1 292t 194t trust-ipprec trust-ipprec 0 0
Port Ext-Trust Ext-Cos

9/1 untrusted 0

(*)Runtime trust type set to untrusted.

Confi g:

Port ACL nane Type
9/1 ACL_TRUST- WAN IP

Runti me:

Port ACL nane Type
9/1 ACL_TRUST- WAN I P

Cisco IP Telephony QoS Design Guide
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Catalyst 6000 Distribution/Core Running Native 10S

After you configure the access switch and attach it to the distribution layer, you
must set up Quality of Service (QoS) on the distribution switches. This requires
the following changes to the configuration of the distribution switches:

¢ Configure QoS.

e Configure Vol P control traffic transmit queuing.

¢ Configure the distribution layer with a Layer 3 access switch:
- Enable trust ToS and DSCP from the access layer.
- Configure ToS-to-DSCP mappings.

¢ Configure the distribution layer with a Layer 2 access switch:
— Enable trust CoS and DSCP from the access layer.
— Configure CoS-to-DSCP mappings.

— Configure the QoS policies and Layer 3 access lists for Vol P control
traffic classification.

Figure 3-10 shows a general model for configurations running Native Cisco |0S
on Catalyst 6000 distribution layer switches. The configuration details are
discussed in the sections that follow.
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Figure 3-10 General Model for Native Cisco I0S Running on Catalyst 6000
Distribution Layer Switches
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Configuring QoS on the Native Cisco 10S Catalyst 6000

To enable QoS on the Catalyst 6000 with Native Cisco |OS, use the following
command:

m s gos

Cisco IP Telephony QoS Design Guide
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Configuring Transmit Queue Admission for VolP Control Traffic

As soon as QoS is enabled, all VolP (CoS=5) traffic is placed into the egress
interface Priority Queue on 1p2gz2t interfaces and into Queue #2 on 2q2t
interfaces (for all versions"1" of the 10/100 line cards). You must also perform an
additional step of configuring the Catalyst 6000 CoS queue admission rules to
ensure that CoS=3 traffic flows (Vol P control traffic) are placed into the second
queue.

The commands for performing this configuration are

int range gigabitEthernet 1/1 - 2
W r-queue cos-map 1 2 2
Wrr-queue cos-map 2 1 3 4

Catalyst 6000 Native Cisco 10S Distribution Layer Configuration
with a Catalyst 6000-PFC Access Layer

Onceyou have enabled QoS on the Native Cisco |OSdistribution layer switch and
have modified the default queue admission, two configuration steps remain for
completing the integration with an access layer switch that is enabled for Layer 3:

e Enable trust DSCP from the access layer.
¢ Configure ToS-to-DSCP mappings.

Trust DSCP from the Layer 3 Access Switch

Enable trust for DSCP values from adjacent Layer 3 access switches. Use
port-base QoS on the trunking port (port-based QoS is enabled by default when
mls qosis configured), and use mls qos trust dscp instead of the CatOS

trust-dscp.

~

Note Classification hasalready been established at the accesslayer inthis
model.
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The commands for this configuration are

interface G gabitEthernet2/1
description trunk port to PFC enabl ed cat 6k-access
no i p address
Wrr-queue cos-map 1 2
W r-queue cos-map 2 1
ms qos trust dscp
swi t chport
switchport trunk encapsul ati on dot 1q
switchport node trunk

2
34

Native Cisco 10S ToS-to-DSCP Mapping Configuration for Layer 3 Access

Switches

Note

Cisco follows the IETF recommendations for setting the DSCP classification
values for both the Vol P control plane traffic and Vol P bearer or media plane
traffic. The recommended settings are DSCP=AF31 for Vol P control plane and
DSCP=EF for Vol P bearer plane. To map the Layer 3 IP precedence settings
correctly to these DSCP values, you must modify the default ToS-to-DSCP

mappings.

The Catalyst 6000 numerical values of 26 and 46 correlate to
DSCP=AF31 and DSCP=EF, respectively. Thisis donein global
configuration mode.

The command for this configuration is
ms qos map i p-prec-dscp 0 8 16 26 32 46 56 0

[ 78-11549-01
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Catalyst 6000 Native Cisco 10S Distribution Layer Configuration
with an Access Switch Enabled for Layer 2 Only

Once you have enabled QoS on the distribution layer switch and have modified
the default queue admission, you must perform three additional configuration
steps to complete the integration with a Layer 2 access switch:

e Enabletrust CoS from the access layer.
¢ Configure CoS-to-DSCP mappings.

e Configure Layer 3 access lists for Vol P control traffic classification. (See the
“Marking Control and Management Traffic” section on page 3-6.)

Trust CoS from the Layer 2 Access Switch

Enable trust for CoS values from adjacent Layer 2 access switches. Use port-base
QoS on the trunking port, and use the Native |OS command mls qos trust cos
instead of CatOS trust-cos. This configuration is used when the access layer
switch isonly a Layer 2 device doing CoS classification.

The commands for this configuration are

interface G gabitEthernet2/2
description trunk port to layer 2-only cat4k
no i p address
Wrr-queue cos-map 1 2
W r-queue cos-map 2 1
m s qos vl an- based
m's gos trust cos
sw t chport
switchport trunk encapsul ati on dot 1q
switchport node trunk

2
3 4

!
interface G gabitEthernet3/1
description trunk port to layer 2-only 3500
no i p address
W r-queue cos-map 1 2
Wrr-queue cos-map 2 1
m s gos vl an- based
m's qos trust cos
swi tchport
swi tchport trunk encapsul ati on dot 1q
switchport node trunk

2
3 4
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Native 10S CoS-to-DSCP Mapping Configuration for Layer 2 Access Switches

Note

Cisco follows the IETF recommendations for setting the DSCP classification
values for both the Vol P control plane traffic and Vol P bearer or media plane
traffic. The recommended settings are DSCP=AF31 for Vol P control plane and
DSCP=EF for Vol P bearer plane. To map the Layer 2 settings correctly to these
DSCP values, you must modify the default CoS-to-DSCP mappings.

The Catalyst 6000 numerical values of 26 and 46 correlate to
DSCP=AF31 and DSCP=EF, respectively. Thisisadonein global
configuration mode.

The command for this configuration is
m's qos map cos-dscp 0 8 16 26 32 46 56 0

Configure the QoS Policies and Layer 3 Access Lists for VoIP Control Traffic

The QoS configuration for the Native Cisco |OS Catalyst 6000 is very similar to
the WAN router Cisco |10S configurations, with the exception of using policing
for marking traffic flows and applying service policiesto VLAN interfaces. The
physical gigabit Ethernet uplink ports are configured to use VLAN-based QoS
with the mls qos vlan-based Native Cisco 10S interface commands. Finally, the
service-policy is applied to all VLAN traffic inbound on the uplink.

In the following example, three classes are defined: one for the Vol P media
stream, onefor the control traffic, and thelast for all other traffic. Trafficisfiltered
for these classes based on Layer 3 or 4 source and destination | P addresses and
ports. Each of these classesis referenced in the Voice-QoS policy map. In the
policy-map statements, a policing function isused to classify all traffic that meets
the entrance criteria matched with the class-map access lists.

The Catalyst 6000 Native Cisco 10S software does not support the
set ip dscp commands. Instead, the policing algorithm is used for
classifying traffic.

Classification
S
Note
[ 78-11549-01
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Inthis scenario, the policing code tags the traffic flows with DSCP values of AF31
for Vol P control traffic, EF for Vol P Mediatraffic, and O for all other packets. The
size of the "8000" flows islow enough that any traffic will solicit tagging using
the syntax conform-action set-dscp-transmit 26.

class-map match-all Vol P- Control
mat ch access-group 100
cl ass-map natch-all Vol P-RTP
mat ch access-group 101
class-map match-all Routine
mat ch access-group 102
|
!
pol i cy-map Voi ce- QS
cl ass Vol P-Control
pol i ce 8000 8000 8000 conformaction set-dscp-transmt 26 exceed action transmt
cl ass Vol P- RTP
pol i ce 8000 8000 8000 conformaction set-dscp-transnmt 46 exceed-action transmt
cl ass Routine
pol i ce 8000 8000 8000 conformaction set-dscp-transmt O exceed-action transmt
|
I access-list 100 | ooks for VolP Control Traffic
access-list 100 permt tcp any any range 2000 2002
access-list 100 permt tcp any any eq 1720
access-list 100 permt tcp any any range 11000 11999
access-list 100 permt udp any any eq 2427
|
I access-list 101 | ooks for Vol P Bearer Traffic
access-list 101 permt udp any any range 16384 32767
|
! access-list 102 filters for routine traffic
access-list 102 permt ip any any
|
interface G gabitEthernet2/2
description trunk port to layer 2-only cat4k
no i p address
W r-queue cos-map 1 2 2
W r-queue cos-map 2 1 3 4
! informthe port that QoS will be VLAN Based
m s qos vl an- based
swi tchport
switchport trunk encapsul ati on dot 1q
switchport node trunk
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interface G gabitEthernet3/1
description trunk port to layer 2-only 3500
no i p address
W r-queue cos-nap 1 2 2
Wrr-queue cos-map 2 1 3 4
! informthe port that QoS will be VLAN Based
m s gos vl an- based
swi t chport
swi tchport trunk encapsul ati on dot 1q
switchport nobde trunk
|
interface VI anlll
description voice vlan on cat4k
ip address 10.1.111.77 255.255.255.0
i p hel per-address 10.1.10.10
no ip redirects
! apply the QoS policy as an inbound policy
servi ce-policy input Voice-QS
standby 111 ip 10.1.111.1
|
interface Vl anl12
description voice vlan on 3500
ip address 10.1.112. 77 255.255.255.0
i p hel per-address 10.1.10.10
no ip redirects
! apply the QoS policy as an inbound policy
servi ce-policy input Voice-QS
standby 112 ip 10.1.112.1

i os6k#sh m s gos
QoS i s enabl ed globally
M croflow policing is enabled globally

QS is vlan-based on the follow ng interfaces
VI 111 V112 G2/2 G3/1 G3/2 G3/3
G3/4 G3/5G3/6 G3/7 G3/8G4/1342 G443 G4/4 G4l5
G4/6 G4/7 G4/8 Fa9/1l Fa9/2 Fa9/3 Fa9/4 Fa9/5 Fa9/ 6 Fa9/7
Fa9/8 Fa9/9 Fa9/10 Fa9/11 Fa9/12 Fa9/13 Fa9/ 14 Fa9/15 Fa9/16 Fa9/17
Fa9/ 18 Fa9/ 19 Fa9/20 Fa9/21 Fa9/22 Fa9/ 23 Fa9/ 24 Fa9/ 25 Fa9/ 26 Fa9/27
Fa9/ 28 Fa9/29 Fa9/30 Fa9/31 Fa9/32 Fa9/33 Fa9/34 Fa9/35 Fa9/36 Fa9/37
Fa9/ 38 Fa9/39 Fa9/40 Fa9/ 41 Fa9/ 42 Fa9/ 43 Fa9/ 44 Fa9/ 45 Fa9/ 46 Fa9/ 47
Fa9/ 48
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QoS gl obal counters:
Total packets: 16750372458300
Packet s dropped by policing: 55930847232
I P packets with TOS changed by policing: 16750372458300
| P packets with COS changed by policing: 55945330688
Non-1 P packets with COS changed by policing: 16750372458300

Summary

As described in this chapter, the following general guidelines and
recommendations apply when configuring a Cisco AVVID network in a campus
environment:

e Multiple queues are required on all interfaces to guarantee voice quality.

¢ To enable fast convergence, use UplinkFast in wiring closet switches that
have multiple egress queues, such as the Catalyst 2900 XL, 3500, 2948G,
2980G, 4000, and 6000 switches.

e Set all Cisco AVVID control and management traffic to maximum CoS and
ToS values of 3.

¢ Never allow PC applications to send traffic at a CoS or ToS value of 4-7.

¢ Distribution layer switches must have the ability to map Layer 3 ToS to
Layer 2 CoS values.
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CHAPTER I

Building a Branch Office

This chapter covers design considerations and recommendations for adding a
branch office to your Cisco AVVID network.

Recommended Branch Office Designs

Thetraditional branch office design for up to 100 users consists of abranch router
and an Ethernet switch. The router handles all IP routing and WAN connectivity.
The local PCs are connected to a small Ethernet switch that also connects to the
router. There are two areas of concern for voice quality within the branch office:

e Voice quality across the WAN
¢ Voice quality within the branch office

This chapter addresses branch office design, |P addressing, and voice quality
within the branch office. Details of WAN QoS tools for ensuring voice quality
acrossthe WAN are covered in Chapter 5, “Implementing a Wide Area Network.”

Figure 4-1 shows areas where QoS concerns might arise in a branch office.

Cisco IP Telephony QoS Design Guide
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I Recommended Branch Office Designs

Figure 4-1 QoS Considerations for a Branch Office Connection
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Areas where QoS may be a concern

Typically, when branch offices are designed, only asingle IP subnet is used for
each office. Changing this configuration is seldom feasible because doing so
affects the enterprise-wide routing scheme. Therefore, realistic branch office
designs must examine three | P addressing options for P phones:

¢ Configure two VLANS by dividing the existing remote office | P address
space into subnets, and use 802.1Q for trunking if the router supports
trunking.

e Configure two VLANS by dividing the existing remote office | P address
space into subnets, and use secondary | P addressing on the Ethernet interface
of the router.

e Useasingle |P address space and VLAN at each remote office.

Each scenario described in this chapter uses a single cable to install an |P phone
in the branch office because this is the more common methodology in practice
today. Figure 4-2 shows the general model for the branch office configurations
described in this chapter.
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Figure 4-2 General Model for Branch Office Connections
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Using 802.1Q for Trunking Separate Voice and Data
Subnets at the Branch Office

You should always use separate VL ANs for voice and datawhen thereis an option
to segment the existing I P address space of the branch office. Ethernet switches
that support only Layer 2 services, such as the current Catalyst 3500 and 4000
series, are used in almost every branch office design. When thisis the case, the
branch WAN routers trunk the separate VLANS from the Ethernet switch. Thisis
done using 802.1Q trunking on the router and switch.

As has been described throughout this guide, User Priority bitsin the 802.1p
portion of the 802.1Q standard header are used to provide prioritization in
Ethernet switches. Thisisavital component in designing Cisco AV VID networks.
Cisco |IOS Release 12.1(5) T includesthe Modular CLI QoS code. These additions
enable the mapping of Layer 3 tagged Vol P packets coming from the WAN to be
classified with the appropriate Layer 2 802.1D User Priority marking for proper
gueuing on the branch office Catalyst Ethernet switch.

At the headquarters, the Catalyst 6000 correlates all Layer 3 ToS settings to the
correct Layer 2 CoS value at the ingress interface.
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Catalyst 3600 Branch Office Router Using 802.1Q Trunking

The following Catalyst 3600 configuration includes the Layer 3 to Layer 2
classification mappings for incoming voice packets:

cl ass-map L3-to-L2_Vol P-RTP
match i p dscp ef
class-map L3-to-L2_Vol P-Cntrl
match i p dscp af31
pol i cy-map output-L3-to-L2
class L3-to-L2_Vol P-RTP
set cos 5
class L3-to-L2_Vol P-Cntr
set cos 3
|
interface FastEthernetl/0
description Catalyst 3500 Branch Office Switch
no i p address
ip route cache policy
no i p nroute-cache
| oad-interval 30
speed 100
full -dupl ex
|
interface FastEthernet1/0.50
description native subnet 10.1.50.0 data
encapsul ati on dot 1Q 50
i p address 10.1.50.1 255. 255.255.0
servi ce-policy output output-L3-to-L2
ip route cache policy
no i p nroute-cache
|
interface FastEthernet1/0.150
description native subnet 10.1.150.0 voice
encapsul ati on dot1Q 150
ip address 10.1.150.1 255. 255.255.0
i p hel per-address 10.1.10.10
servi ce-policy output output-L3-to-L2
ip route cache policy
no i p nroute-cache
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Catalyst 4000 Using 802.1Q Trunking

The following example shows a branch office configuration for a Catalyst 4000
using 802.1Q trunking:

cat 4k> (enabl e)
cat 4k> (enabl e)
cat 4k> (enabl e)
cat 4k> (enabl e)
cat 4k> (enabl e)
cat 4k> (enabl e)
cat 4k> (enabl e)
cat 4k> (enabl e)

set
set
set
set
set
set
set
set

vlan 70 nanme data70

vlan 170 nane voicel70

vlan 70 2/1-48

port host 2/1-48

port auxiliaryvlan 2/1-48 170
port speed 2/1-49 100

port duplex 2/1-49 ful

trunk 2/49 on dot1lq 1-1005

Catalyst 3500 Using 802.1Q Trunking

The following example shows a branch office configuration for a Catalyst 3500
using 802.1Q trunking:

interface FastEthernetO/1
description DOT1Q port to | P Phone
swi tchport trunk encapsul ati on dot 1q
swi tchport trunk native vlan 50
switchport node trunk
swi tchport voice vlan 150
spanni ng-tree portfast

interface FastEthernet0/ 15
description Port to 3640 (supports Dot1q)

dupl ex ful
speed 100
swi tchport
swi t chport
swi t chport
sw t chport

trunk encapsul ation dot 1q
trunk native vlan 50

trunk allowed vlan 1,50, 150
nmode trunk

r Cisco IP Telephony QoS Design Guide
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Using Secondary IP Addressing for Separate Voice
and Data Subnets at the Branch Office

Separate VLANSs for voice and data are still recommended in cases where the
branch router does not support 802.1Q trunking. For example, the Cisco 1750
router does not support trunking, but alogical separation of voice and data traffic
isstill desirable. An alternative to trunking is to use secondary |P addressing on
the Cisco router. The following example shows this type of configuration for the
Cisco 1750 at a branch office:

interface FastEthernetO
description to Catal yst 3500
mac- address 0000. 1750. 0001
ip address 10.1.40.1 255. 255, 255. 128
i p address 10.1.40.129 255. 255. 255. 128 secondary
i p hel per-address 10.1.10.10
no i p nroute-cache
speed 100
full -dupl ex

Classifying VolP Control Traffic at the Branch Office

Note

The remote branch router also must classify Vol P Control traffic leaving the local
subnets and heading for a Cisco CallManager or Vol P gateway across the WAN.
You can achieve this classification of Vol P Control traffic through the use of
policy-based routing and route maps on the ingress Ethernet interface.

Beginning with Release 3.0(5), Cisco CallManager includes the
ability to configure the CoS and ToS values for all Vol P control and
management traffic from Cisco CallManager, the IP phones, and the
Skinny Protocol gateways (this does not include the AT and AS
model analog gateways). With this user-configurable classification,
network element access lists are no longer required for marking
Skinny Protocol Vol P control traffic. H.323 and Media Gateway
Control Protocol (MGCP) traffic still require external, network
element marking for several more months.

[ 78-11549-01
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The following example shows a configuration for classifying Vol P Control traffic
at the branch office:

interface FastEthernetO
mac- address 0000. 1750. 0001
i p address 10.1.60.1 255.255.255.0
i p hel per-address 10.1.10.10
I Attach the route-map to the FastEthernet interface
ip policy route-map Set-I|P-QS
no i p nroute-cache
| oad-interval 30
speed auto
full -dupl ex

Match all Skinny, H 323 and M3CP Control Traffic
Skinny marking is required only until

Cisco Cal | Manager Rel ease 3.0(5).

access-list 101 permt tcp any any range 2000 2002
access-list 101 permt tcp any any eq 1720
access-list 101 permt tcp any any range 11000 11999
access-list 101 permt udp any any eq 2427

|

I Match all VolP RTP Traffic

access-list 102 permt udp any any range 16384 32767
|

! Match all other traffic

access-list 103 permt ip any any

|

I Set all Skinny, H 323 and MECP Control traffic, matched
I with ac 101 to I P Precedence 3

route-map Set-|P-QoS pernmit 10

match i p address 101

set ip precedence flash

|
I Just match Vol P RTP Traffic. Do not change the
I default classification of ToS=5
route-map Set-I|P-QoS pernit 20
match i p address 102
|
I Make sure all data traffic is set to |IP Precedence 0O
route-map Set-|P-QS pernmit 30
match i p address 103
set ip precedence routine

Cisco IP Telephony QoS Design Guide
m. 78-11549-01



| Chapter4

Building a Branch Office

Using a Single Subnet at the Branch Office

Using a Single Subnet at the Branch Office

It might be necessary to use a single I P address space for branch officesin
situations where it isimpractical either to allocate an additional 1P subnet for IP
phones or to divide the existing IP address space into an additional subnet at the
remote branch. When thisisthe case, thereis still aneed to prioritize voice above
data at both Layer 2 and Layer 3.

As described in Chapter 2, “Connecting |P Phones,” Layer 3 classification is
already taken care of because the phone sets the Type of Service (ToS) bitsin all
media streams to an | P Precedence value of 5. (With Cisco CallManager
Release 3.0(5), this marking changed to a Differentiated Services Code Point
(DSCP) value of EF.) However, to ensure that there is Layer 2 classification for
admission to the multiple queues in the branch office switches, the phone must
also use the User Priority bitsin the Layer 2 802.1p header to provide Class of
Service (CoS) marking. This can be done only by having the switch look for
802.1p headers on the native VLAN. The two Ethernet switches employed most
often in branch office designs, the Catalyst 3500 and 4000, use different
configuration commands to accomplish this, as described in the following
sections.

Cisco 1750 Single Subnet Configuration

The Cisco 1750 series router does not support either Inter-Switch Link (1SL) or
802.1Q Ethernet trunking. The following example shows a single subnet
configuration for the Cisco 1750 router:

interface FastEthernetO
mac- addr ess 0000. 1750. 0001
i p address 10.1.40.1 255. 255.255.0
i p hel per-address 10.1.10.10
ip policy route-map Set-I|P-QS
no i p nroute-cache
| oad-interval 30
speed auto
full -dupl ex

[ 78-11549-01

Cisco IP Telephony QoS Design Guide




Chapter4 Building a Branch Office

I Using a Single Subnet at the Branch Office

Catalyst 3500 Single Subnet Configuration

The Catalyst 3500 supportsthe use of an 802.1p-only option when configuring the
auxiliary VLAN. This allowsthe IP phone to tag Vol P packets with a CoS of 5 on
the native VLAN, while all PC data traffic is sent untagged. The following
example shows a single subnet configuration for the Catalyst 3500:

interface FastEthernet0/2
description Port to | P Phone in single subnet

swi tchport trunk encapsul ati on dot 1q
switchport trunk native vlan 40

swi t chport node trunk

swi t chport voice vlan dot1p

spanni ng-tree portfast

interface FastEt hernet0/ 15

description Port to 1750 Router in single subnet
| oad-interval 30

dupl ex full

speed 100

swi tchport access vlan 40

Catalyst 2600 Single Subnet (no Trunking) Configuration

The following example shows a single subnet configuration for the Catalyst 2600:

interface FastEthernet1/0

mac- addr ess 0000. 2600. 0001

i p address 10.1.60.1 255.255.255.0
i p hel per-address 10.1.10.10

ip policy route-map Set-I|P-QS

no i p nroute-cache

| oad-interval 30

speed 100

full -dupl ex
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Catalyst 4000 Single Subnet Configuration

Summary

Unlike the Catalyst 3500 and 6000, the Catalyst 4000 does not support a
dotlp-only option for configuring the auxiliary VLAN. As a workaround, you
should configure the IP phones connected to the Catalyst 4000, so that the
auxiliary VLAN ID matches the Port VLAN ID (PVID) or native VLAN ID. This
ensures that the phone can still send its packets tagged with a CoS of 5. The
following example shows this configuration for the Catalyst 4000:

cat 4k>
cat 4k>
cat 4k>
cat 4k>

(enabl e)
(enabl e)
(enabl e)
(enabl e)

set
set
set
set

vlan 60 nanme 171.69.60.0_data
vlan 60 2/1-49

port host 2/1-49

port auxiliaryvlan 2/1-48 60

As described in this chapter, the following general guidelines and
recommendations apply when configuring a branch office on a Cisco AVVID
network:

e The branch WAN router must support the advanced QoS tools for
Cisco AVVID networks.

e Use aswitch that supports multiple queues.

e Currently, there is no way to pass Layer 3 ToS classification to Layer 2 CoS
in the routers. However, future releases of Cisco |OS will contain additional
QoS features that allow for these mappings.

[ 78-11549-01
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CHAPTER 5

Implementing a Wide Area Network

This chapter covers design considerations and recommendations for integrating
your Cisco AVVID solution with aWAN.

WAN QoS Overview

A lower total cost of ownership is one of the most compelling reasons for
migrating to a converged data, voice, and video network. While a converged
network can lower overall costs of the enterprise communications infrastructure,
solid planning and design is still required for a successful Cisco AVVID
deployment. Nowhere is this fact more evident than when running Vol P over a
Wide Area Network (WAN).

As stated in Chapter 1, “Overview,” three basic tools must be used on every
portion of the | P network to provide an environment that can ensure voice quality
over the network:

e Classification
e Queuing
¢ Network provisioning

When the low bandwidths and slow link speeds of aWAN are introduced into a
Cisco AVVID design, you must also use several additional QoS tools:

¢ Link Fragmentation and Interleaving (LFI)
e Traffic shaping
e Call admission control

Cisco IP Telephony QoS Design Guide
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Classification

Queuing

All of these tools, plus several others, are described in the following sections.

Classification is the method by which certain traffic types are classified, or
marked, as having unigue handling requirements. These regquirements might be a
minimum required amount of bandwidth or alow tolerance for latency. This
classification can be signaled to the network elementsviaatag included in the IP
Precedence or Differentiated Services Code Point (DSCP), in Layer 2 schemes
such as 802.1p, in the source and destination I P addresses, or in the implicit
characteristics of the data itself, such as the traffic type using the Real-time
Transport Protocol (RTP) and a defined port range.

In the recommended Cisco AVVID QoS design model, classification is done at
both Layer 2 and Layer 3 on the IP phone. In this model, the phone is the "edge"
of the managed network, and it sets the Layer 2 802.1p CoS value to 5 and the
Layer 3 IP Precedence value to 5 or the DSCP value to EF. For more details on
classification, see Chapter 2, “ Connecting |P Phones.”

As was discussed in previous chapters, interface queuing is one of the most
important mechanisms for ensuring voice quality within a data network. Thisis
even more vital in the WAN because many traffic flows are contending for a very
limited amount of network resources. Once traffic has been classified, the flow can
be placed into an interface egress queue that meets its handling requirements.
Voice over IP, because of its extremely low tolerance for packet loss and delay,
should be placed into a Priority Queue (PQ). However, other traffic types may
have specific bandwidth and delay characteristics aswell. These requirements are
addressed with the Low-Latency Queuing (LLQ) feature in Cisco |OS.

LLQ combines the use of a PQ with a class-based weighted fair queuing scheme.
Classes are defined with classification admission schemes. Traffic flows have
access to either the PQ, one of the class-based queues, or a default weighted fair
gueue. LLQ, the recommended queuing schemefor all low-speed links, allows up
to 64 traffic classes with the ability to specify such parameters as priority queuing
behavior for voice, a minimum bandwidth for Systems Network Architecture
(SNA) data, and Cisco AVVID control protocols and weighted fair queuing for
other traffic types.
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Asdepictedin Figure 5-1, when aPriority Queuing classis configured, the PQ has
direct access to the transmit (TX) ring. Thisis, of course, unlessinterleaving is

configured, in which case interleaving occurs prior to placing the PQ traffic onto
the TX-ring.

Figure 5-1 Packet Flow with Priority Queuing

Layer 3 Queuing Subsystem Layer 2 Queuing Subsystem

nte ation and

Packets Packets

45859

The maximum configured bandwidth in the PQs and class-based queues cannot
exceed the minimum available amount of bandwidth on the WAN connection. A
practical example is a Frame Relay LLQ with a Committed Information Rate
(CIR) of 128 kbps. If the PQ for VoI P is configured for 64 kbps and both the SNA
and Cisco AVVID control protocol class-based queues are configured for 20 kbps
and 10 kbps, respectively, the total configured queue bandwidth is 94 kbps.
Cisco |OS defaults to aminimum CIR (mincir) value of CIR/2. Themincir value
is the transmit value a Frame Relay router will "rate down" to when Backward
Explicit Congestion Notifications (BECNS) are received. In this example, the
mincir valueis 64 kbps and is lower than the configured bandwidth of the

combined queues. For LLQ to work in this example, amincir value of 128 kbps
should be configured.
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Link Fragmentation and Interleaving

For low-speed WAN connections (in practice, those with a clocking speed of
768 kbps or below), it is necessary to provide a mechanism for Link
Fragmentation and Interleaving (LFI). A data frame can be sent to the physical
wireonly at the serialization rate of theinterface. Thisserialization rateisthe size
of the frame divided by the clocking speed of the interface. For example, a
1500-byte frame takes 214 ms to serialize on a 56-kbps circuit. If a
delay-sensitive voice packet is behind alarge data packet in the egress interface
gueue, the end-to-end delay budget of 150-200 ms could be exceeded. In addition,
even relatively small frames can adversely affect overall voice quality by simply
increasing the jitter to a value greater than the size of the adaptive jitter buffer at
the receiver. Table 5-1 shows the serialization delay for various frame sizes and
link speeds.

Table 5-1 Serialization Delay

Frame Size (Bytes)
Link Speed 64 128 256 512 1024 1500
56 kbps 9ms 18 ms 36 ms 72 ms 144 ms 214 ms
64 kbps 8ms 16 ms 32 ms 64 ms 128 ms 187 ms
128 kbps 4ms 8ms 16 ms 32 ms 64 ms 93 ms
256 kbps 2ms 4ms 8 ms 16 ms 32 ms 46 ms
512 kbps 1ms 2ms 4ms 8ms 16 ms 23 ms
768 kbps 0.640 ms 1.28 ms 2.56 ms 5.12ms 10.4 ms 15ms

LFI tools are used to fragment large dataframesinto regularly sized pieces and to
interleave voice framesinto the flow so that the end-to-end delay can be predicted
accurately. This places bounds on jitter by preventing voice traffic from being
delayed behind large dataframes, asillustrated in Figure 5-2. The two techniques
used for this are FRF.12 for Frame Relay and Multilink Point-to-Point Protocol
(MLP) for point-to-point serial links.
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Figure 5-2 Using LFI Tools to Reduce Frame Delay
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A 10-ms blocking delay is the recommended target to use for setting
fragmentation size. To calculate the recommended fragment size, divide the
recommended 10 ms of delay by one byte of traffic at the provisioned line
clocking speed, as follows:

Fragment_Size = (Max_Allowed Jitter * Link_Speed in _kbps) / 8
For example:

Fragment_Size = (10 ms* 56) / 8 = 70 bytes
Table 5-2 shows the recommended fragment size for various link speeds.

45860

Table 5-2 Recommended Fragment Sizes

Link Speed Recommended Fragment Size
56 kbps 70 bytes

64 kbps 80 bytes

128 kbps 160 bytes

256 kbps 320 bytes
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Table 5-2 Recommended Fragment Sizes (continued)

Link Speed Recommended Fragment Size
512 kbps 640 bytes
768 kbps 960 bytes

In Cisco I0OS Release 12.1(5) T and later, MLP over ATM and Frame
Relay areavailableto support LFI onATM and ATM or Frame-Relay
Interworking WANSs.

Traffic Shaping

In ATM and Frame-Relay networks, where the physical access speed varies
between two endpoints, traffic shaping is used to prevent excessive delay from
congested network interface buffers caused by these speed mismatches. Traffic
shaping is atool that meters the transmit rate of frames from a source router to a
destination router. This metering istypically done at avalue that islower than the
line or circuit rate of the transmitting interface. The metering is done at this rate
to account for the circuit speed mismatches that are common in current
multiple-access, nonbroadcast networks.

Traffic leaving a high-speed interface such asaT1 line at a central site often
terminates at aremote site that may have a much slower link speed (for example,
56 kbps). Thisis quite common and, in fact, has been one of the big selling points
for Frame Relay. In Figure 5-3, the T1 interface on the router at the central site
sends data out at aT1 rate even if the remote site has a clock rate of 56 kbps. This
causes the frames to be buffered within the carrier Frame-Relay network,
increasing variable delay, asillustrated in Figure 5-3. This same scenario can be
applied in reverse. For example, the many remote sites, each with small WAN
connections, when added together can oversubscribe the provisioned bandwidth
or circuit speed at the central site.
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Figure 5-3 Variable Delay Caused by Buffering
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Network Provisioning

Properly provisioning the network bandwidth is a major component of designing
asuccessful Cisco AVVID network. You can calculate the required bandwidth by
adding the bandwidth requirements for each major application (for example,
voice, video, and data). This sum then represents the minimum bandwidth
requirement for any given link, and it should not exceed approximately 75% of
the total available bandwidth for the link. This 75% rule assumes that some
bandwidth isrequired for overhead traffic, such asrouting and Layer 2 keepalives,
aswell as for additional applications such as e-mail and Hypertext Transfer
Protocol (HTTP) traffic. Figure 5-4 illustrates this bandwidth provisioning
process.
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Figure 5-4 Provisioning Link Bandwidth

Bandwidth provisioning:
BW = (Min BW for voice = Min BW for video = Min BW for data) / 0.75

0.75 x link capacity

Link capacity
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Asillustrated in Figure 5-5, aVol P packet consists of the payload, | P header, User
Datagram Protocol (UDP) header, Real-time Transport Protocol (RTP) header,
and Layer 2 Link header. At the default packetization rate of 20 ms, Vol P packets
have a 160-byte payload for G.711 or a 20-byte payload for G.729. The | P header
is 40 bytes, the UDP header is 8 bytes, and the RTP header is 12 bytes. The link
header variesin size according to media.

Figure 5-5 Typical VolP Packet

‘ < VolP Packet > ‘
Voice RTP UDP IP Link
payload Header |Header| Header Header [
<

X Bytes 12 Bytes 8 Bytes 20 Bytes X Bytes

The bandwidth consumed by Vol P streams is cal culated by adding the packet
payload and all headers (in bits), then multiplying by the packet rate per second
(default of 50 packets per second). Table 5-3 details the bandwidth per Vol P flow
at a default packet rate of 50 packets per second (pps). This does not include
Layer 2 header overhead and does not take into account any possible compression
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schemes, such as compressed Real-time Transport Protocol (cRTP). You can use
the Service Parameters menu in Cisco CallManager Administration to adjust the
packet rate.

Note  Whileitis possible to configure the sampling rate above 30 ms, this
usually resultsin very poor voice quality.

Table 5-3 Bandwidth Consumption for Voice Payload Only

Sampling Voice Payload |Packets per Bandwidth per
CODEC Rate in Bytes Second Conversation
G.711 20 ms 160 50 80 kbps
G.711 30 ms 240 33 53 kbps
G.729A 20 ms 20 50 24 kbps
G.729A 30 ms 30 33 16 kbps

A more accurate method for provisioning isto include the Layer 2 headersin the
bandwidth calculations, as shown in Table 5-4.

Table 5-4 Bandwidth Consumption with Headers Included

ATM
53-Byte Cells
Ethernet PPP with a Frame-Relay
14 Bytes of 6 Bytes of 48-Byte 4 Bytes of
CODEC Header Header Payload Header
G.711 at 50 pps | 85.6 kbps 82.4 kbps 106 kbps 81.6 kbps
G.711 at 33 pps |56.5 kbps 54.4 kbps 70 kbps 54 kbps
G.729A at 50 pps |29.6 kbps 26.4 kbps 42.4 kbps 25.6 kbps
G.729A at 33 pps | 19.5 kbps 17.4 kbps 28 kbps 17 kbps

Cisco IP Telephony QoS Design Guide
[ 78-11549-01 .m




Chapter5 Implementing a Wide Area Network |

Il WAN 00S Overview

Call Admission Control

Call admission control isamechanism for ensuring that voice flows do not exceed
the maximum provisioned bandwidth allocated for voice conversations.

After doing the cal culationsto provision the network with the required bandwidth
to support voice, data, and possibly video applications, it isimportant to ensure
that voice does not oversubscribe the portion of the bandwidth allocated to it.
While most QoS mechanisms are used to protect voice from data, call admission
control isused to protect voice from voice. Thisisillustrated in Figure 5-6, which
shows an environment where the network has been provisioned to support two
concurrent voice calls. If athird voice call isallowed to proceed, the quality of all
three callsis degraded. To prevent this degradation in voice quality, you can
provision call admission control in Cisco CallManager to block the third call. For
more information on call admission control, see the Cisco IP Telephony Network
Design Guide, available at

http://www.cisco.com/univercd/cc/td/doc/product/voice/ip_tele/index.htm

Figure 5-6 Call Admission Control
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Miscellaneous WAN QoS Tools

This section describes the following additional QoS tools, which can help ensure
voice quality in WAN applications:

¢ VolIP Control Traffic

e TX-ring sizing

e Compressed voice codecs

e Compressed RTP (cRTP)

¢ VoiceActivity Detection (VAD)

VolP Control Traffic

When allocating bandwidth for the IP WAN, do not overlook the

Cisco CallManager control traffic. In centralized call processing designs, the IP
phones use a Transmission Control Protocol (TCP) control connection to
communicate with Cisco CallManager. If there is not enough bandwidth
provisioned for these small control connections, callers might be adversely
affected.

An example where this comes into play is with the Delay-to-Dial-Tone (DTT)
time. The IP phones communicate with Cisco CallManager via Skinny Station
Protocol over TCP port 2001. When an | P phone goes off-hook, it "asks"

Cisco CallManager what to do. Cisco CallManager instructs the | P phone to play
dial tone. If this Skinny Protocol management and control traffic is dropped or
delayed within the network, the user will not receive dial tone. This same logic
applies to all signaling traffic for gateways and phones.

To ensure that this control and management traffic is marked asimportant (but not
as important as voice), Access Control Lists (ACLSs) are used to classify these
streamson Layer 3 or 4 Catalyst 6000 switches at the central locations. Examples
of these configurations are included in Chapter 3, “Designing a Campus.” In the
remote offices, a Cisco router might be the first Layer 3 or 4 device a packet
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TX-Ring Sizing

encounters before hitting the WAN. To ensure that these control connections are
classified as important (but not as important as voice) access lists are used in the
branch router, asillustrated in the following configuration example:

cl ass-map Vol P- RTP
mat ch access-group 100
cl ass-map Vol P- Control
mat ch access-group 101
|
policy-map QoS- Policy
cl ass Vol P-RTP
priority 100
cl ass Vol P-Control
bandwi dth 8
class class-defaul t
fair-queue
|
access-list 100 permit ip any any precedence 5
access-list 100 permt ip any any dscp ef
|
I Skinny Control Traffic - Not required with
! Ci sco Call Manager Rel ease 3.0(5) and beyond.
access-list 101 permt tcp any host 10.1.10.20 range 2000 2002
|
I M3CP Control Traffic
access-list 101 permt udp any host 10.1.10.20 2427
access-list 101 permt tcp any host 10.1.10.20 2428
|
I H 323 Control Traffic
access-list 101 permt tcp any host 10.1.10.20 1720
access-list 101 permt tcp any host 10.1.10.20 range 11000 11999

The TX-ring is the unprioritized FIFO buffer used to hold frames prior to
transmission to drive link utilization to 100%. In the Cisco 7500 Route/Switch
Processor (RSP), thisisreferred to asthe TX-gueue and can be modified using the
tx-queue-limit command. The RSP is avery inefficient QoS platform, especially
with regard to modifying the TX-queue parameters. The Cisco 7500 RSP
TX-queue, which refers to the FIFO queue in MEM-D, has to copy the packet
from MEM-D to the system buffersin DRAM and then back from the system
buffersto MEM-D. The TX-ring is much more efficient than the TX-queue and is
used instead of it on the Cisco 7500 VIP, 7200, 3600, 2600, and 1750 routers.
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While fragmentation and interleaving reduces jitter, alarge TX-ring value can
increase jitter when link utilization approaches saturation. Because of this,
TX-ring sizing is related to fragmentation size, as shown in Table 5-5.

The sizing of the TX-ring buffer is measured in packets, not bits.

Table 5-5 TX-Ring Buffer Sizing

Link Speed (CIR) on

Permanent Virtual Circuit TX-Ring Buffer Sizing (Packets)
=< 128 kbps 5

192 kbps 6

256 kbps 7

512 kbps 14

768 kbps 21

On all Point-to-Point Protocol (PPP) and Multilink PPP (MLP) links, TX-ring
buffer size is automatically configured, and you cannot change these default
buffer values.

On Frame Relay links, the TX-ring is for the main interface, which all
subinterfaces also use. The default TX-ring buffer size is 64 packets. You might
need to change this setting when the subinterface is very small or there are many
subinterfaces.

Table 5-6 summarizes TX-ring buffer sizing for various media.

Table 5-6 TX-Ring Buffer Sizing

Media Default TX-Ring Buffer Sizing (Packets)

PPP 6

MLP 2

ATM 8192 (Must be changed for low-speed virtual circuits)
Frame Relay 64 (Per main T1 interface)

[ 78-11549-01
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Compressed Voice Codecs

Compressed RTP

Note

To utilize as much of the limited WAN bandwidth as possible, Vol P uses codecs
(coding-decoding algorithms) to digitize analog voice samples. Many codecs,
such as G.729, can compress a 64-kbps call down to 8 kbps. These types of
codecs, termed |ow-bit-rate codecs, are commonly used for voice calls across the
WAN.

Compressed RTP (cRTP) compresses the 40-byte header of a Vol P packet to
approximately 2 to 4 bytes. Compressed RTP works on alink-by-link basisand is
enabled on Cisco routers using the ip rtp header-compression command.
Table 5-7 summarizes the bandwidth calculations for cRTP.

CRTP is currently supported only for leased lines and Frame Relay.
Cisco |10S Release 12.1(2)T, which greatly enhances performance
over these platforms, isthe minimum recommended system software
for scalable cRTP.

Table 5-7 Compressed RTP Bandwidth Calculations

ATM
PPP 53-Byte Cells with |Frame Relay

Codec 6 Bytes of Header |a 48-Byte Payload |4 Bytes of Header
G.711 at 50 pps 68 kbps N/A 67 kbps

G.711 at 33 pps 44 kbps N/A 44 kbps

G.729A at 50 pps |12 kbps N/A 11.2 kbps

G.729A at 33 pps |8 kbps N/A 7.4 kbps
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Voice Activity Detection

Note

Voice Activity Detection (VAD) takes advantage of the fact that, in most
conversations, only one party istalking at atime. The VAD algorithm in the Vol P
software examines the voice conversation, looking for these gapsin conversation.
When a gap is discovered, no packets are sent, and the WAN bandwidth can be
recovered for use by data applications. It is recommended you always turn VAD
off systemwide.

In environmentsthat have alarge amount of inherent delay, VAD can
sometimes cause more voice quality issues than are justified by the
bandwidth recovered. You should examine these issues on a
case-by-case basis. However, when troubleshooting clipping at the
beginning of conversationsin a Cisco AVVID network, it is
advisable to disable Silence Suppression first.
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Point-to-Point WAN

Point-to-point WANS, while not as popular asin the past, are still one of the most
common types of networks in use today. Figure 5-7 shows the general model for
point-to-point WANSs described in this guide.

Figure 5-7 General Model for a Point-to-Point WAN
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When designing a point-to-point WAN for a Cisco AVVID network, keep the
following recommendations in mind:

e Cisco 10S Release 12.1(3)T is the minimum recommended release for a
point-to-point WAN.

e UseLink Fragmentation and Interleaving (LFI) techniques on all WAN
connections with speeds below 768 kbps.

e Use Low-Latency Queuing (LLQ) with a priority queue for Vol P bearer
streams and a class queue for Vol P control sessions.

e Call admission control isrequired when the number of calls across the WAN
can oversubscribe the allocated Vol P bandwidth.

The following sections explain the QoS issues for this type of configuration.
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If the clocking speed of the connection is below 768 kbps, LFI must be used.
Multilink PPP (MLP) instead of PPPisrequired on all point-to-point links where
LFI is needed. To enable LFI on point-to-point WANS, use the Cisco 10S

command set for MLP.

Note = When using MLP, fragmentation size is configured using the

maximum acceptabl e delay in queue, whichis10 ms. In addition, the

TX-ring is statically configured at a value of 2 packets.

The following example illustrates the commands used for this type of

configuration:

interface Multilinkl
ip address 10.1.61.1 255.255.255.0
ip tcp header-conpression iphc-formt
no i p nroute-cache
| oad-interval 30
servi ce-policy output QS-Policy
ppp multilink
ppp multilink fragment-delay 10
ppp multilink interleave
mul tilink-group 1
ip rtp header-conpression iphc-format
|
interface SerialO
bandw dt h 256
no i p address
encapsul ati on ppp
no i p nroute-cache
| oad-interval 30
no fair-queue
ppp multilink
mul tilink-group 1

Cisco IP Telephony QoS Design Guide
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cRTP on MLP Connections

Compressed RTP (cRTP) can have adramatic impact on the amount of bandwidth
each voice call uses. Prior to Cisco 10S Release 12.0(7) T, cRTP was process
switched. In fact, fast switching for cRTP was not available on the Catalyst 2600
and 3600 until a bug fix was implemented in Cisco |OS Release 12.0(7)T. In
addition, some of the newer versions of Cisco 10S (specifically, Release
12.1(2.x)T) still use process switching for cRTP. Always read the release notes
before attempting to use any specific feature.

The following example illustrates the commands used for this type of
configuration:

interface Multilinkl
ip address 10.1.61.1 255.255.255.0
ip tcp header-conpression iphc-formt
no i p nroute-cache
| oad-interval 30
servi ce-policy output QS-Policy
ppp nmul tilink
ppp multilink fragnment-delay 10
ppp multilink interleave
mul tilink-group 1
ip rtp header-conpression iphc-formt

LLQ for VoIP over MLP

Low-Latency Queuing (LLQ) is required to support voice over the WAN. When
configuring LLQ for MLP-enabled interfaces, put the service-policy output in
the multilink interface configuration. In the following example, two classes are
defined: one for the Vol P media stream and one for the control traffic. Access to
these classes, and therefore the queues they service, is done through access lists
that match either Layer 3 ToS classification or source and destination | P addresses
and ports. The access lists look slightly different for the control traffic at the
central site because a Catalyst 6000 has already classified Vol P Control sessions
with a DSCP value of 26 (AF31, which is backward compatible with IP
Precedence 3).
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All VolP mediatraffic is placed into the Priority Queue (PQ), which is given
100 kbps of bandwidth. All Skinny Protocol control traffic is placed into a
class-based queue and is given 10 kbps of bandwidth. All other traffic is queued
using Weighted Fair Queuing.

The following example illustrates the commands used for this type of
configuration:

cl ass-map Vol P- RTP
mat ch access-group 100
cl ass-map Vol P- Control
mat ch access-group 101
|
pol i cy-map QoS- Policy-256k
cl ass Vol P-RTP
priority 100
cl ass Vol P-Control
bandwi dth 8
class cl ass-defaul t
fair-queue
|
interface Multilinkl
ip address 10.1.61.1 255.255.255.0
ip tcp header-conpression iphc-formt
no i p nroute-cache
| oad-interval 30
servi ce-policy output QS-Policy
ppp multilink
ppp multilink fragment-delay 10
ppp nmultilink interleave
mul tilink-group 1
ip rtp header-conpression iphc-formt

ToS Vol P Media Stream d assification: either |P Prec or DSCP
This access-list is the same at the both the renote and
central |ocations
access-list 100 permt ip any any precedence 5

access-list 100 permt ip any any dscp ef
|

I Skinny, H 323 and M3CP Vol P Control Traffic
I which has already been classified using the
! route-map in section 4.5

access-list 101 permt ip any any precedence 3
access-list 101 permt ip any any dscp 26
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Verifying Queuing, Fragmentation, and Interleaving on an MLP
Connection

To verify the configuration settings, use the following commands (shown with
their associated output):

1750# sh queue mul tilinkl
I nput queue: 1/75/0/0 (sizel/ max/drops/flushes); Total output drops: 8288
Queuei ng strategy: weighted fair
Qut put queue: 63/ 1000/ 64/ 8288/ 1967(si ze/ maxt ot al / t hr eshol d/ drops/i nterl eaves)
Conversations 1/3/256 (active/ max active/ max total)
Reserved Conversations 1/1 (allocated/ max all ocated)

! Al drops and interleaves are occurring on ToS=0 fl ows

(dept h/ wei ght/di scards/tail drops/interleaves) 63/32384/8288/0/ 1967
Conversation 60, linktype: ip, |ength: 1008

source: 10.1.60.98, destination: 10.1.10.98, id: 0x0322, ttl: 63,
TOS: 0 prot: 17, source port 1024, destination port 7

1750# sh policy interface nmultilinkl
Mul tilinkl
out put : QoS- Policy-256k
C ass Vol P-RTP
Wei ghted Fair Queueing
Strict Priority
Qut put Queue: Conversation 264
Bandwi dt h 100 (kbps)
(pkts mat ched/ bytes mat ched) 28100/ 5675882
(pkts discards/bytes discards) 0/0
Cl ass Vol P-Control
Wei ghted Fair Queueing
Qut put Queue: Conversation 265
Bandwi dt h 8 (kbps) Max Threshol d 64 (packets)
(pkts mat ched/ bytes mat ched) 204/10284

(pkts discards/bytes discards/tail drops) 0/0/0
Cl ass cl ass-defaul t

Wei ghted Fair Queueing
FI ow Based Fair Queuei ng
Maxi mum Nunber of Hashed Queues 256
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Frame-Relay WAN

Frame-Relay networks are the most popular WANSs in use today because of the
low cost associated with them. However, because Frame Relay is a nonbroadcast
technology that uses oversubscription to achieve costs savings, it is not always an
easy platform on which to implement Cisco AVVID solutions. While this section
outlines the basic requirements for successfully deploying Cisco AVVID
solutions across a Frame-Relay WAN, extensive explanations of Frame Relay
committed information rate (CIR), committed burst rate (Bc), excess burst rate
(Be), and interval configurations are not covered here.

Figure 5-8 shows the general model for Frame-Relay WANSs described in this
guide.

Figure 5-8 General Model for a Frame-Relay WAN
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When designing a Frame-Relay WAN for a Cisco AVVID network, keep the
following recommendations in mind:

e Cisco 10S Release 12.1(2)T is the minimum recommended release for a
Frame-Relay WAN.

¢ You must use traffic shaping with Frame-Relay WANSs.

e UseLink Fragmentation and Interleaving (LFI) techniques on all virtual
circuits with speeds below 768 kbps.
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e UseLow-Latency Queuing (LLQ) with aPriority Queue (PQ) for Vol P bearer
streams and a class-based queue for VoI P control sessions.

e Call admission control isrequired when the number of calls across the WAN
can oversubscribe the allocated Vol P bandwidth.

The following sections explain the QoS issues for this type of configuration.

Traffic Shaping

Traffic shaping is required for Frame-Relay networks for three reasons:
¢ Oversubscription of sitesis part of the nature of Frame-Relay networks.

e Itiscommon for configurations to allow bursts that exceed the Committed
Information Rate (CIR).

e The default interval for Cisco Frame-Relay devices can add unnecessary
delay.

The following sections describe some of the aspects of traffic shaping for
Frame-Relay networks.

Committed Information Rate

In most Frame-Relay networks, a central site usesa T1 link or something faster
to terminate WAN connections from many remote offices. The central site sends
data out at 1.536 Mbps, while aremote site may have only a 56-kbps circuit. In
addition, there is typically a many-to-one ratio of remote offices to central hubs.
It is quite possible for all the remote sites to send traffic at arate that can
overwhelm the T1 at the hub. Both of these scenarios can cause frame buffering
in the provider network that induces delay, jitter, and drops. The only solution is
to use traffic shaping at both the central and remote routers.
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Committed Burst Rate

Another problem with Frame-Relay networks is the amount of data a node can
transmit at any given time. A 56-kbps Permanent Virtual Circuit (PVC) can
transmit a maximum of 56 kbits of traffic in 1 second. How this second is divided
iscalled theinterval. The amount of traffic anode can transmit during thisinterval
is called the committed burst (Bc) rate. By default, all Cisco routers set Bc to
CIR/8. The formula for calculating the interval is

Interval = B¢/CIR
For example, with a CIR of 56 kbps:
Interval = 7000 / 56,000 = 125 ms

In the preceding example, after arouter sendsits allocated 7000 bits, it must wait
125 ms before sending its next traffic. While thisis agood default value for data,
itisavery bad choice for voice. By setting the Bc value to a much lower number,
you can decrease the interval, which means the router will send traffic more
frequently. An optimal configured value for Bc is 1000.

Excess Burst Rate

If the router does not have enough traffic to send all of its B¢ (1000 bits, for
example), it can "credit" its account and send more traffic during alater interval.
The excess burst (Be) rate defines the maximum amount that can be credited to
the router’ straffic account. The problem with Bein Cisco AVVID networksisthat
this can create a potential for buffering delays within a Frame-Relay network
because the receiving side can "pull" the traffic from a circuit only at the rate of
Bc, not Bc + Be.
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Minimum CIR

Note

Cisco 10S defaultsto aminimum CIR (mincir) value of CIR/2. Minimum CIR is
the transmit value a Frame-Relay router will "rate down" to when BECNSs are
received.

The maximum configured bandwidth in the Priority Queues (PQs)
and class-based queues cannot exceed the minimum available
amount of bandwidth on the WAN connection.

The following example shows a configuration for a remote site router connected
to a 256-kbps Frame-Relay circuit:

interface Seriall
no i p address
encapsul ation frane-rel ay
| oad-interval 30
frame-relay traffic-shaping
|
interface Serial 1. 71 point-to-point
bandw dth 256
ip address 10.1.71.1 255.255.255.0
frame-relay interface-dlci 71
cl ass Vol P- 256kbs
|
map-cl ass frame-rel ay Vol P- 256kbs
frame-relay cir 256000
frame-relay bc 1000
frame-relay be 0
frame-relay mncir 256000
no frame-rel ay adaptive-shapi ng
servi ce-policy output QS-Policy-256k
frame-rel ay fragnent 320
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FRF.12 for LFl on Frame-Relay WANs

To enable Link Fragmentation and Interleaving (LFI) on Frame-Relay WANS, you
must also use traffic shaping. Unlike MLP, the actual fragment size must be
configured when using LFI on Frame Relay. In Frame-Relay networks, the
fragmentation sizeis based on the Permanent Virtual Circuit (PV C), not the actual
serialization rate (clocking speed) of the interface. This method is used because
the Frame-Relay traffic shaping policy allows only the specified bit rate in the
Committed Information Rate (CIR) to enter the interface transmit buffer. In other
words, the rate of the PV C CIR is the clocking rate to reference when estimating
fragmentation requirements in a frame-relay environment.

The following example illustrates the commands used for this type of
configuration:

map-cl ass frame-rel ay Vol P- 256kbs
frame-relay cir 256000
frame-relay bc 1000
frame-relay be 0
frane-relay mincir 256000
no frame-rel ay adaptive-shapi ng
servi ce-policy output QS-Policy-256k
frame-rel ay fragnment 320

[ 78-11549-01
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cRTP on Frame-Relay Connections

Compressed RTP (cRTP) can have adramatic impact on the amount of bandwidth
each voice call uses. While cRTP fast switching was enabled with Cisco IOS
Release 12.0(7) T, some of the newer releases of Cisco |OS (specifically,
Release 12.1(2.x)T) still use process switching for cRTP. Always read the release
notes before attempting to use any specific feature.

The following example illustrates the commands used for this type of
configuration:

interface Seriall
no i p address
encapsul ation franme-rel ay
| oad-interval 30
frane-relay traffic-shaping
ip rtp header-conpression iphc-formt

LLQ for VoIP over Frame Relay

Low-Latency Queuing (LLQ) isrequired to support voice over the WAN. When
configuring LLQ for Frame-Relay interfaces, put the service-policy output inthe
map-class frame-relay configuration section. In the following example, two
classes are defined: one for the Vol P media stream and one for the control traffic.
Access to these classes, and therefore the queues they service, is done through
access lists that match either Layer 3 ToS classification or source and destination
I P addresses and ports. The access lists look slightly different for the control
traffic at the central site because a Catalyst 6000 has already classified Vol P
Control sessions with a DSCP value of 26 (AF31, which is backward compatible
with I P Precedence 3).

All Vol P mediatraffic is placed into the Priority Queue (PQ), which is given
100 kbps of bandwidth. All Skinny Protocol control traffic is placed into a
class-based queue and given 10 kbps of bandwidth. All other traffic is queued
using Weighted Fair Queuing.
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The following example illustrates the commands used for this type of
configuration:
cl ass-map Vol P- RTP
mat ch access-group 100
cl ass-map Vol P- Control
mat ch access-group 101
|
policy-map QoS- Policy-256k
cl ass Vol P-RTP
priority 100
cl ass Vol P- Cont r ol
bandwi dth 8
class class-defaul t
fair-queue
|
interface Seriall
no i p address
encapsul ation franme-rel ay
| oad-interval 30
frane-relay traffic-shaping
|
interface Serial 1. 71 point-to-point
bandw dt h 256
ip address 10.1.71.1 255.255.255.0
frame-relay interface-dlci 71
cl ass Vol P- 256kbs
|
map-cl ass frame-rel ay Vol P- 256kbs
frame-relay cir 256000
frame-relay bc 1000
frame-relay be 0
franme-relay mincir 256000
no frame-rel ay adaptive-shapi ng
servi ce-policy output QS-Policy-256k
frame-rel ay fragnent 160
|
! ToS Vol P Media Stream Cl assification: either | P Prec or DSCP
I This access-list is the same at the both the rempte and
! central |ocations
access-list 100 permit ip any any precedence 5
access-list 100 permt ip any any dscp ef
|
I Skinny, H 323 and MSCP Vol P Control Traffic
I which has already been classified using the
! route-map in section 4.5.
access-list 101 permt ip any any precedence 3
access-list 101 permt ip any any dscp 26
Cisco IP Telephony QoS Design Guide
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Verifying Frame Relay Queuing, Fragmentation, and Interleaving

To verify the configuration settings, use the following commands (shown with
their associated output):

3600# sh policy interface s 0/1.73
Rermot e Branch 3600
Serial0/1.73: DLCl 73 -

Servi ce-policy output: QoS-Policy-256k (1117)

Cl ass-map: Vol P-RTP (match-all) (1118/2)
5008 packets, 964953 bytes
30 second offered rate 0 bps, drop rate O bps
Match: ip precedence 5 (1120)
Wei ghted Fair Queuei ng
Strict Priority
Qut put Queue: Conversation 40
Bandwi dt h 100 (kbps)
(pkts mat ched/ byt es mat ched) 4976/ 955161
(pkts discards/bytes discards) 0/204

Cl ass-map: Vol P-Control (match-all) (1122/3)
53 packets, 3296 bytes
30 second offered rate 0 bps, drop rate 0 bps
Mat ch: ip precedence 3 (1124)
Wei ghted Fair Queueing
Qut put Queue: Conversation 41
Bandwi dt h 8 (kbps) Max Threshol d 64 (packets)
(pkts mat ched/ byt es mat ched) 53/3296
(pkts discards/bytes discards/tail drops) 0/0/0

Cl ass-map: class-default (match-any) (1126/0)
5329 packets, 985755 bytes
30 second offered rate 0 bps, drop rate O bps
Mat ch: any (1128)
5329 packets, 985755 bytes
30 second rate 0 bps
Wei ghted Fair Queuei ng
Fl ow Based Fair Queuei ng
Maxi mum Nurmber of Hashed Queues 32
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HQ 7200# sh frame-relay pvc int s6/0 73
Headquarters 7200

PVC Statistics for interface Serial 6/0 (Frane Relay DTE)

DLCl = 73, DLCI USAGE = LOCAL, PVC STATUS = ACTI VE, | NTERFACE = Serial 6/0.73

i nput pkts 114 out put pkts 103 in bytes 8537
out bytes 10633 dr opped pkts 0 in FECN pkts O
in BECN pkts O out FECN pkts O out BECN pkts O
in DE pkts O out DE pkts O

out bcast pkts 62 out bcast bytes 5203

pvc create tinme 00:04:22, last tinme pvc status changed 00: 04: 22
service policy QoS-Policy-256k

Service-policy output: QoS-Policy-256k (1099)

Cl ass-map: Vol P-RTP (match-all) (1100/2)
0 packets, 0 bytes
30 second offered rate 0 bps, drop rate O bps
Match: ip dscp 46 (1102)
Wei ghted Fair Queuei ng
Strict Priority
Qut put Queue: Conversation 72
Bandwi dt h 100 (kbps)
(pkts mat ched/ bytes matched) 0/0
(pkts discards/bytes discards) 0/0

Cl ass-map: Vol P-Control (match-all) (1104/3)
25 packets, 3780 bytes
30 second offered rate 0 bps, drop rate O bps
Match: ip dscp 26 (1106)
Wei ghted Fair Queuei ng
Qut put Queue: Conversation 73
Bandwi dt h 8 (kbps) Max Threshol d 64 (packets)
(pkts mat ched/ bytes mat ched) 25/3780
(pkts discards/bytes discards/tail drops) 0/0/0

Cl ass-map: class-default (match-any) (1108/0)
163 packets, 15708 bytes
30 second offered rate 0 bps, drop rate O bps
Match: any (1110)
163 packets, 15708 bytes
30 second rate O bps
Wi ghted Fair Queuei ng
FI ow Based Fair Queuei ng
Maxi mum Nunber of Hashed Queues 64

Cisco IP Telephony QoS Design Guide
[ 78-11549-01 .m




Chapter5 Implementing a Wide Area Network |
H ATMWAN
Qut put queue size 0/ nmax total 600/drops O
fragment type end-to-end fragment size 160
cir 768000 bc 7680 be 0 limt 960 interval 10
m ncir 768000 byte increnent 960 BECN r esponse no
frags 125 bytes 10913 frags del ayed 125 byt es del ayed 10913

shapi ng i nactive
traffic shaping drops O

ATM WAN

Asynchronous Transfer Mode (ATM) is becoming a more common medium for
WA NS because many service providers have adopted this technology. Figure 5-9
shows the general model for ATM WANSs described in this guide.

Figure 5-9 General Model for an ATM WAN
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One of the difficulties with using ATM in WANSs is that it was designed for high
speeds, not low speeds. Many enterprises are attempting to deploy Cisco AVVID
solutions over low-speed ATM connections. This generally resultsin
complications because many of the Cisco |OS QoS tools are not currently
supported on ATM interfaces, and many of theinterface defaultsare automatically
configured for high-speed ATM circuits.

r Cisco IP Telephony QoS Design Guide
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Thisis evident in the default sizing of ATM TX-ring buffers. For example, by
default, the Cisco 7200 router OC-3 interface (the PA-A3) setsthe TX-ring buffer
t0 8192 bytes. Thisisacorrect setting for an OC-3, but, for a 256-kbps Permanent
Virtual Circuit (PVC) configured on the interface, very large TX-ring buffer
delays can occur. Because of this, the TX-ring has to be configured to a much
lower value on a subinterface level. For example, the following configuration is
for aremote site router connected to a 256-kbps ATM PV C:

interface ATM2/ 0
no i p address
no i p nroute-cache
atmpvec 1 0 16 ilm

no atmil m-keepalive
|

interface ATM2/ 0. 37 poi nt-to-point
pvc cisco37 0/37
tx-ring-limt 7
abr 256 256
servi ce-policy output QS-Policy-256k
protocol ppp Virtual - Tenpl at e2
|
|

When designing an ATM WAN for a Cisco AVVID network, keep the following
recommendations in mind:

e Cisco lOS Release 12.1(5)T for MLP over ATM is the minimum
recommended release for an ATM WAN.

e For al ATM connections below DS-3 speeds, you must adjust the TX-ring
buffer size.

e Itispreferableto use two Permanent Virtual Circuits (PVCs) if the PVC
speed is under 768 kbps.

e If using asingle PVC that is under 768 kbps, use MLP over ATM for LFI.

e If using asingle PVC, use LLQ with a Priority Queue (PQ) for Vol P bearer
streams and a class-based queue for VoI P control sessions.

e Call admission control isrequired when the number of calls across the WAN
can oversubscribe the allocated Vol P bandwidth.

The following sections explain the QoS issues for this type of configuration.

Cisco IP Telephony QoS Design Guide
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Two PVCs or LFl on Low-Speed ATM WANs

The best method of designing Vol P for ATM networks when using PV Cs lower
than 768 kbpsisto use separate PV Csfor voice and data. The following example
illustrates this type of configuration:

interface ATM2/ 0. 38 poi nt-to-point
bandw dt h 256
i p address 10.1.38.52 255. 255.255.0
pvc cisco38 0/38
servi ce-policy output Data-Policy-128k
vbr-nrt 128 128
encapsul ati on aal 5snap
interface ATM2/ 0. 39 point-to-point
bandw dt h 256
ip address 10.1.39.52 255.255.255.0
pvc cisco39 0/39
tx-ring-limt 7
servi ce-policy output Vol P-Policy-128k
vbr-nrt 128 128
encapsul ati on aal 5snap

If two PV Csare not an acceptabl e design alternative, the other option isto use the
new MLP-over-ATM toolsfor link fragmentation and interleaving (L FI). Because
ATM isacell technology using a fixed payload size, there are no inherent LFI
tools. A new standard, which uses MLP over ATM, is availablein

Cisco |OS Release 12.1(5)T. MLP over ATM provides a Layer 2 fragmentation
and interleaving method for low-speed ATM links.

The ideal fragment size for MLP over ATM should allow the fragments to fit into
an exact multiple of ATM cells. It isimportant to include MLP and ATM
Adaptation Layer 5 (AALS5) overhead in all fragmentation calculations. The
header for MLP over ATM is 10 bytes, and the AALS5 packet overhead is 8 bytes.

The fragment size for MLP over ATM can be calculated as follows:
Fragment_Size = (48 * Number_of Cells) - 10-8

For example, if 7 cells per fragment is desirable, the fragment size should be
Fragment_Size = (48 * 7) - 10 - 8 = 318 bytes

There are some interesting features for MLP over ATM, including the use of
Virtual Templateinstead of Multilink interfaces. (Virtual-Template configurations
will be replaced by Multilink interfaces in later releases of MLP over ATM
because Multilink interfaces provide more scalability and greater integration into
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existing MLP installations.) In addition, the configuration of PPP Challenge
Handshake A uthentication Protocol (CHAP) isrequired if remote sites want to
communicate using MLP over ATM.

MLP over ATM requires the MLP bundle to classify the outgoing packets before
they are sent to the ATM virtual circuit (VC). It also requires FIFO queuing to be
used as the per-V C queuing strategy for the ATM VC. To use the advanced
Low-Latency Queuing (LLQ) recommended for all VolP WAN installations,
attach the LLQ logic to the virtual template interface.

Only certain advanced ATM hardware supports per-V C traffic shaping (for
example, ATM Deluxe PA on the Cisco 7200 router and OC-3 NM on the

Cisco 3600 series). Because traffic shaping is a fundamental requirement of this
design, MLP over ATM can be supported only on the platforms that support this
ATM hardware. The following example illustrates this type of configuration:

interface ATM2/0
no i p address
no i p nroute-cache
atmpvc 1 0 16 ilm
no atmil m-keepalive
|
interface ATM2/ 0. 37 point-to-point
pvc cisco37 0/37
tx-ring-limt 7
abr 256 256
protocol ppp Virtual - Tenpl at e2
|
|
interface Virtual - Tenpl at e2
bandwi dth 254
i p address 10.1.37.52 255. 255.255.0
servi ce-policy output QS-Policy-256k
ppp aut hentication chap
ppp chap host name HQ 7200
ppp chap password 7 05080F1C2243
ppp nmultilink
ppp nultilink fragnent-delay 10
ppp multilink interleave

cRTP on ATM Connections

Compressed RTP (cRTP) is not currently supported on ATM interfaces.
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Cisco IP Telephony QoS Design Guide




Chapter5 Implementing a Wide Area Network |

H ATMWAN

LLQ for VoIP over ATM

Low-Latency Queuing (LLQ) isrequired to support voice over the ATM WAN
when a single PV C is used. When configuring LLQ for ATM-enabled interfaces,
place the service-policy output under the subinterface PV C configuration
section. In the following example, two classes are defined: one for the Vol P media
stream and one for the control traffic. Access to these classes, and therefore the
gueues they service, is done through access lists that match either Layer 3 ToS
classification or source and destination | P addresses and ports. The access lists
look slightly different for the control traffic at the central site because a
Catalyst 6000 has already classified Vol P Control sessions with a DSCP val ue of
26 (AF31, which is backward compatible with 1P Precedence 3).

All Vol P mediatraffic is placed into the Priority Queue (PQ), which isgiven 100
kbps of bandwidth. All Skinny Protocol control traffic is placed into a class-based
gueue and given 10 kbps of bandwidth. All other traffic is queued using Weighted
Fair Queuing.

The following example illustrates this type of configuration:

cl ass-map Vol P-RTP
mat ch access-group 100
cl ass-map Vol P-Control
mat ch access-group 101
|
policy-map QoS- Policy-256k
cl ass Vol P-RTP
priority 100
cl ass Vol P-Control
bandwi dth 8
class cl ass-default
fair-queue
|
interface ATM2/ 0
no i p address
no i p nroute-cache
atmpvc 1 0 16 ilm
no atmil m-keepalive
|
interface ATM2/ 0. 37 point-to-point
pvc cisco37 0/37
tx-ring-limt 7
abr 256 256
protocol ppp Virtual - Tenpl at e2
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|
interface Virtual - Tenpl at e2
bandw dt h 256
i p address 10.1.37.52 255. 255. 255.0
servi ce-policy output QS-Policy-256k
ppp authentication chap
ppp chap host namre HQ 7200
ppp chap password 7 05080F1C2243
ppp multilink
ppp multilink fragment-delay 10
ppp multilink interleave

This access-list is the same at the both the renote and
central |ocations

access-list 100 permt ip any any precedence 5

access-list 100 permt ip any any dscp ef

|

I Skinny, H 323 and MECP Vol P Control Traffic

I which has already been classified using the

! route-map in Chapter 4.

access-list 101 permt ip any any precedence 3

access-list 101 permt ip any any dscp 26

!
!
!
! ToS Vol P Media Stream d assification: either |P Prec or DSCP
!
!

Frame-Relay-to-ATM Interworking WAN

Note

Many enterprises are deploying Cisco AVVID networks that use Frame Relay at
the remote sites and ATM at the central location. The conversion is accomplished
through ATM-to-Frame-Relay Service Interworking (FRF.8) in the carrier
network.

When using MLP over ATM and Frame Relay for LFI, only
Transparent Mode FRF.8 is supported.

Figure 5-10 shows the general model for aWAN using ATM at the central siteand
Frame Relay at the remote sites.
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Figure 5-10 General Model of a WAN Combining ATM and Frame Relay
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When designing a Frame-Relay-to-ATM Interworking WAN for a Cisco AVVID
network, keep the following recommendations in mind:

e Cisco |OS Release 12.1(5)T for MLP over ATM and MLP over Frame Relay
is the minimum recommended release for this configuration.

¢ FRF.8 Transparent Mode is the only support method for MLP over ATM and
Frame-Relay Service Interworking.

e For all ATM connections below DS-3 speeds, you must adjust the TX-ring
buffer size.

e Usetwo Permanent Virtual Circuits (PVCs) if the ATM and Frame-Relay
PV C speed is under 768 kbps.

e |f using asingle PVC that is under 768 kbps, use MLP over ATM and Frame
Relay for LFI.

e If using asingle PVC, use LLQ with a Priority Queue (PQ) for Vol P bearer
streams and a class-based queue for Vol P control sessions.

e Call admission control is required when the number of calls across the WAN
can oversubscribe the allocated Vol P bandwidth.

The following sections explain the QoS issues for this type of configuration.
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LFl on Low-Speed ATM-to-Frame-Relay Interworking WANs

Note

FRF.12 cannot be used because currently no service provider supports FRF.12. In
fact, no Cisco WAN switching gear supports FRF.12. Tunneling FRF.12 through
the service provider network does not work because there is no FRF.12 standard
onthe ATM side. Thisisa problem because fragmentation is arequirement if any
of the remote Frame-Relay sites use acircuit of 768 kbps or below. The best Vol P
designfor ATM networkswhen using PV Cslower than 768 kbpsisto use separate
PV Cs for voice and data.

If two PV Csare not an acceptabl e design alternative, the other option isto use the
new MLP over ATM and Frame-Relay tools for Link Fragmentation and
Interleaving (LFI), availablein Cisco |OS Release 12.1(5)T. MLP over ATM and
Frame Relay provides an end-to-end Layer 2 fragmentation and interleaving
method for low-speed ATM-to-Frame-Relay FRF.8 Service Interworking links.

FRF.8 Service Interworking is a Frame Relay Forum (FRF) standard for
connecting Frame-Relay networks with ATM networks. Service Interworking
provides a standards-based solution for service providers, enterprises, and end
users. In Service Interworking translation mode, Frame-Relay PV Cs are mapped
to ATM PV Cs without the need for symmetric topol ogies because the paths can
terminate on the ATM side. FRF.8 supports two modes of operation of the
Interworking Frame Relay (IWF) for upper-layer user protocol encapsulation,
which differ in the following ways:

¢ Translation Mode — Maps between ATM and Frame-Relay encapsulation. It
also supports interworking of routed or bridged protocols.

e Transparent Mode — Does not map encapsul ations but sends them unaltered.
This mode is used when translation is impractical because encapsulation
methods do not conform to the supported standards for Service Interworking.

MLP for LFI on ATM and Frame-Relay Service Interworking
networks is supported only when Transparent Mode is used.

To make MLP over Frame Relay and MLP over ATM interworking possible, the
interworking switch must be configured in Transparent Mode, and the end routers
must be able to recognize headers for both ML P over Frame Relay and MLP over
ATM. You can enable these options with the frame-relay interface-dlci <dlci>
ppp and protocol ppp commands for Frame Relay and ATM, respectively.
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When aframe is sent from the Frame-Relay side of an ATM-to-Frame-Relay
Service Interworking connection, the following actions should occur to make
interworking possible:

1. A packet is encapsulated in the ML P-over-Frame-Relay header by the
sending router.

2. Thecarrier switch, in Transparent Mode, strips off the two-byte Frame-Relay
data-link connection identifier (DLCI) field and sends the rest of the packet
to its ATM interface.

3. Thereceiving router examines the header of the received packet. If the first
two bytes of the received packet are 0x03cf, the router treatsit as alegal
MLP-over-ATM packet and sends it to the MLP layer for further processing.

When an ATM cell is sent from the ATM side of an ATM-to-Frame-Relay Service
Interworking connection, the following actions should occur to make
interworking possible:

1. A packet isencapsulated in the MLP-over-ATM header by the sending router.

2. The carrier switch, in Transparent Mode, prepends a two-byte Frame-Relay
DLCI field to the received packet and sends the packet to its Frame-Relay
interface.

3. Thereceiving router examines the header of the received packet. If the first
four bytes after the two-byte data-link connection identifier (DLCI) field of
the received packet are OxfefeQ3cf, the router treats it as alegal
MLP-over-Frame-Relay packet and sends it to the MLP layer for further
processing.

A new ATM-to-Frame-Relay Service Interworking standard, FRF.8.1, supports
MLP over ATM and Frame Relay-Service Interworking. However, it might be
years before all switches are updated to this new standard.

Theideal fragment size for MLP over ATM should allow the fragments to fit into
an exact multiple of ATM cells. It isimportant to include MLP and Adaptation
Layer 5 (AALS) overhead in all fragmentation calculations. The header for MLP
over ATM is 10 bytes, and the AALS5 packet overhead is 8 bytes.

The fragment size for MLP over ATM can be calculated as follows:
Fragment_Size = (48 * Number_of _Cells) - 10- 8

For example, if 7 cells per fragment is desirable, the fragment size should be
Fragment_Size= (48 * 7) - 10 - 8 = 318 hytes
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There are some interesting features for MLP over ATM, including the use of
Virtual Templateinstead of Multilink interfaces. (Virtual-Template configurations
will be replaced by Multilink interfaces in later releases of MLP over ATM
because Multilink interfaces provide more scalability and greater integration into
existing MLP installations.) In addition, the configuration of PPP Challenge
Handshake A uthentication Protocol (CHAP) isrequired if remote sites want to
communicate using MLP over ATM.

MLP over ATM requires the MLP bundle to classify the outgoing packets before
they are sent to the ATM virtual circuit (VC). It also requires FIFO queuing to be
used as the per-V C queuing strategy for the ATM VC. To use the advanced
Low-Latency Queuing (LLQ) recommended for all VolP WAN installations,
attach the LLQ logic to the virtual template interface.

Only certain advanced ATM hardware supports per-V C traffic shaping (for
example, ATM Deluxe PA on the Cisco 7200 router and OC-3 NM on the

Cisco 3600 series). Because traffic shaping is a fundamental requirement of this
design, MLP over ATM can be supported only on the platforms that support this
ATM hardware.

MLP over Frame Relay also has some interesting features, such as the fact that it
relies on a Frame-Relay traffic shaping (FRTS) engine to control the flow of
packets from the MLP bundle to the Frame-Relay virtual circuit (VC).

Thefollowing sections present example configurationsfor ATM at the central site
and Frame Relay at the remote sites.

[ 78-11549-01
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ATM Configuration at the Central Site

The following example illustrates an ATM configuration at the central site:

interface ATM2/0
no i p address
no i p nroute-cache
atmpvc 1 0 16 ilm
no atmil m-keepalive
|
interface ATM2/ 0. 37 point-to-point
pvc cisco37 0/37
tx-ring-limt 7
abr 256 256
protocol ppp Virtual - Tenpl ate2
|
!
interface Virtual - Tenpl at e2
bandw dt h 254
i p address 10.1.37.52 255. 255, 255.0
servi ce-policy output QS-Policy-256k
ppp aut hentication chap
ppp chap host name HQ 7200
ppp chap password 7 05080F1C2243
ppp multilink
ppp nmultilink fragment-delay 10
ppp nultilink interleave
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Frame-Relay-to-ATM Interworking WAN W

Frame-Relay Configuration at Remote Sites

The following example illustrates a Frame-Relay configuration at the remote
sites:

interface Serial 6/0
description T1 to Frane Relay switch
no i p address
encapsul ation frane-rel ay
| oad-interval 30
no arp frane-rel ay
franme-relay traffic-shaping
|
interface Serial 6/0.73 point-to-point
description 3640
no arp frane-rel ay
frame-relay interface-dlci 73 ppp Virtual - Tenpl at e2
cl ass Vol P- 256kbs
|
interface Virtual - Tenpl at e2
bandwi dt h 254
ip address 10.1.37.51 255. 255.255.0
servi ce-policy output QS-Policy-256k
ppp authentication chap
ppp chap host name R72HQ
ppp chap password 7 05080F1C2243
ppp multilink
ppp nultilink fragnent-delay 10
ppp multilink interleave

cRTP on ATM-to-Frame-Relay Connections

Compressed RTP (cRTP) is not currently supported on ATM interfaces.

LLQ for Voice over ATM and Frame Relay

The LLQ configurations for Frame Relay and ATM links when using Service
Interworking are exactly the same as when using end-to-end MLP over ATM. For
details, seethe “LLQ for Vol P over ATM” section on page 5-34.
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W Summary

Summary

As described in this chapter, the following general guidelines and
recommendations apply when configuring aWAN for use with Cisco AVVID
solutions:

Use Link Fragmentation and Interleaving (LFI) techniques on all WAN
connections with speeds below 768 kbps.

Use Low-Latency Queuing (LLQ) on all WAN Vol P connections.
Traffic shaping isrequired for all Frame-Relay and ATM deployments.
Use compressed RTP (cRTP) wherever possible.

ATM WANSs operating at speeds below 768 kbps must use MLP over ATM to
reduce frame sizes. MLP over ATM is supported in Cisco |OS
Release 12.1(5)T.

Frame-Relay-to-ATM Interworking environments require MLP over ATM
and Frame Relay to reduce frame sizes on low-speed connections. MLP over
ATM and Frame Relay is supported in Cisco 10S Release 12.1(5)T.

Call admission control is required when the number of calls across the WAN
can oversubscribe the provisioned Vol P bandwidth.
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CHAPTER 1

Overview and Introduction to QPM 2.0

Configuring QoS for IP telephony networksis not atrivial task, as the
configurations detailed in the previous chapters of the Cisco IP Telephony

QoS Design Guide (or herein also referred to as “the Guide”) make evident.
Furthermore, these chapters highlight the crucial importance of enabling QoS,
not just on afew WAN links, but rather, throughout the enterprise: both LAN and
WAN. Combining the complexity of enabling QoS for IP telephony and the
enterprise-wide scaling that it requires, makes for a daunting and time-consuming
task—even for the best network administrator. These reguirements, along with
the susceptibility of human error (that is, typos) inadvertently included in the
configuration, make a strong case for a management sol ution to make configuring
QoS for IP telephony more simple, more scalable and more reliable. Quality of
Service Policy Manager (QPM) is the “tool of choice” for configuring QoS for

| P telephony.

This appendix complements the Cisco | P Telephony QoS Design Guide by
showing how QoS for IP telephony features can be enabled and configured by
QPM 2.0, the current release of this management tool.

This appendix is not intended to be a comprehensive guide for every feature of
QPM 2.0; rather, itsfocus is restricted to managing the QoS mechanisms detailed
within the Cisco IP Telephony QoS Design Guide via QPM 2.0. A few basic
functionalities of QPM 2.0 areincluded to allow userswith little or no experience
with QPM 2.0 to be able to quickly configure QoS for 1P telephony without
requiring additional documentation. If, however, additional detailed instructions
on using QPM 2.0 are required, refer to the complete QPM 2.0 User’s Guide at:

http://mww.ci sco.com/univercd/cc/td/doc/product/rtrmgmt/gos/pgpm20/pgpm20ug/
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Installing QPM 2.0

The introductory section to this appendix details the basic steps of preparing to
configure QoS for IP telephony with QPM 2.0. Users already familiar with QPM
skip this section and go directly to the I P telephony QoS scenarios of interest.

For more information on QPM 2.0, see:
http://www.cisco.com/warp/public/cc/pd/wr2k/qoppmn/prodlit/index.shtml

Installing QPM 2.0

r Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0

When the QPM 2.0 disk is inserted, the splash screen shown in Figure 1-1 will
appear automatically.

Figure 1-1 QPM 2.0 Installation Splash Screen

For most cases, clicking onthe COMPLETE INSTALLATION link and
accepting the default prompts for all the settings prompted is usually adequate.

Periodically patches will be released for QPM to include new features, devices,
and Cisco 10S® Software support. These patches can be downloaded from:

http://www.cisco.com/cgi-bin/tablebuild.pl/qos-patches

78-11549-01 |
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Starting Policy Manager W

This appendix requires the installation of the QPM 2.0(3) patch. To install this
patch, download QoSPolicyM ngr Patch2-0-3.exe from the above URL and
double-click on it when the download is complete. Default settings are
recommended.

Starting Policy Manager

QPM 2.0 is divided into two components:
Policy Manager—GUI for constructing and managing QoS policies
Distribution Manager—GUI for managing policy deployments to devices
To open Policy Manager from the Windows desktop, click on:
Sart-Programs-QoS Policy Manager Pro-Policy Manager

A Login Information dialog box as depicted in Figure 1-2 will be presented. If
default settings were chosen during installation, click onthe OK button; otherwise
enter the appropriate User/Password/Domain information.

Figure 1-2 Login Information Dialog Box

Logon Information x|

Enter a user name and pazsword
for Qo5 Policy Manager.

User name: IQPM_U ser

Pazsword: I

Domair: SZIGETI-EBM

LCancel Help
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W Starting Policy Manager

The Policy Manager will open, displaying three window-panels as show in
Figure 1-3

Tree-View Window—Displays all devices and interfacesin alogical
hierarchy

Policy Window—Displays GUI representations of policies on interfaces

Summary Window—Displays summaries of devices, interfaces or policies

Figure 1-3 Policy Manager Window Panels

fi Policy Manager: new_database [_TO[ %]
File Edit View Devices Tool: Help

*EE?@ Eﬁ&'@& Meed & ¥

| 4 ¥ new database |1 Policies =l
S Dswces
..... (1] DeviceGroups Name | Di | Condtion | Action I
Policy Window
Tree-View
Window
Properties of Database "hew_database™
Description of Database "new_database™: d
Summary Window
[
|0 Policies [Fiter&)l Policies |Diatabase has been opened o
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Adding Devices W

Adding Devices

From Policy Manager right-click on the Devices folder in the Tree-View window
panel. Select the menu item New Device from the abbreviated pop-up menu. The
New Device Dialog Box will be displayed, as shown below in Figure 1-4.

Figure 1-4 New Device Dialog Box

New Device

IP Address 4 DNS: |v05-8500-1

Dievice M ame: I Cancel |
Help |

Community: Ipublic

Llzer Mame: I Yigw Configuration. .. |
Pasgzword: I ***** Yiew Canmmatids. .. |

Enable Password: I *****

Werify Device Info I

Yendar: IEisco ﬂ Detect Interfaces I
Device Model: I j

Define |nterface. .. I

S oftware Version: I

Mapped 5 aftware Version: I j Glabal Settings Ovenwrite |

Prompt: I ‘

¥ “erify Device Information
[¥ Detect Interfaces

[~ Upload Device Configuration

Enter the following information for the network device in the related field:
Network | P address or the DNS name
A valid SNMP community string with Read-access

A valid username

The Telnet login password

The enable password

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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I Adding Devices

The Upload Device Configuration function (check-box at bottom left
of Figure 1-4) will parse the device configuration for any existing QoS
commands that may have been entered manually prior to using QPM. If
any such commands exist, these will be uploaded and displayed within
Policy Manager.

Click on the OK button after this information has been entered.

At this point, QPM launches an SNMP conversation with the device and also a
Telnet session with the device. These sessions allow QPM to verify that the
parameters entered are correct, to detect device and interface information, and to
upload QoS policies (if Upload is checked).

After QPM has concluded the SNMP and Telnet sessions with the device, it will
present a summary of all interfaces discovered, shown in Figure 1-5.

Figure 1-5 Detect Interfaces Dialog Box

Detect Interfaces . |

Available Interfaces: Selected Interfaces:

Name |_IP Address Mame | IP &ddress - Cancel |

141
142 oy Help |
WLAN 1

24

i | 242
< |

2¢3
2/4
248
2/8
2¢7

2/8 -
| |

Two boxes are presented: the left box shows which interfaces are available for
QPM to administer that have not yet been selected, and the right box shows which
interfaces have already been selected to be administered by QPM. By default, all
interfaces will be added to the Selected Interfaces box. Click OK to continue.
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Importing Devices from CiscoWorks 2000 Resource Manager Essentials

The device will now be displayed in the Tree View window panel, as show in
Figure 1-6.

Figure 1-6 Device in Tree View

#3 Policy Manager: new_database - IEI Iil
File Edit Wiew Devices Tools Help

AR DB & e BB 2

[:| new_database - ‘ 4+ ¥ new database/Devices IAII Policies =l
=8
4% vob-E500-1 Mame |_Dir_|_Candition |_Action |

141

1/2

211

240
2M
2M2
213
214
25
216
217 -

218 _I
2149
242

2420
2/
2422
2423
224

2/25 =] =l
4

|D Policies |M0dified |Filter:ﬂll Falicies |New databaze haz been opened

Repeat the procedure to add more devices. If the number of devices exceeds ten
and CiscoWorks 2000 Resource Manager Essentials (RME) is set up to manage
the network, then the Import Database function of QPM would be amore efficient
method to add devices to QPM. For more details, refer to following section.

Importing Devices from CiscoWorks 2000 Resource
Manager Essentials

A device database can be exported from RME and imported by QPM. Thisgreatly
expedites the process of creating a new database, especially for networks with
many devices.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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M Importing Devices from CiscoWorks 2000 Resource Manager Essentials

To accomplish this export/import function between RME and QPM, start from
within RME and click on the Administration folder link on the left-window panel,
then click on the Inventory folder link, and then click on the Export to file link.
The window will open, as shown in Figure 1-7.

Figure 1-7 RME Export to File Function

CiscoWorks2000 - rosoft Internet Explorer
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Importing Devices from CiscoWorks 2000 Resource Manager Essentials

Enter a name for the file and select the radio button for Comma Separated Value
format. It is recommended to add a“.csv” extension to the filename (this way it

can also beimported more easily into Microsoft Excel or other applicationsif the
need arises to look more closely at the inventory file. Click on the Next button to
continue.

Upon compl etion of file export, RME will return a successful message and a path
where the file has been stored:

1. If RME isrunning on a Solaris machine, the file will be copied to the
directory /var/adnm/CSCOpx/files/inventory/, necessitating the extra step of
using FTP or afloppy disk to copy the file from this directory on the Solaris
machine to the Windows server where QPM isinstalled.

2. If RMEisrunning on aWindowsNT or Windows 2000 machine, then thefile
will be copied to the directory D:/PROGRA~1/CSCOpx/files/inventory/ and
the file can remain in this directory or can be copied elsewhere.

When thefileis available on the hard-drive of the QPM server, it can be imported
into QPM by selecting the Devices menu from Policy Manager and then selecting
Import. Thiswill bring up the dialog box shown in Figure 1-8.

Figure 1-8 RME Import Inventory—Filename Dialog Box

Select CRM configuration file to impork. .. x|

Enter the name aof the device inventory file exported fram CRM or
Ciscobw'ork 2000 E zzentialz. vou will be prompted to chooze which
devices to import into the QoS databasze.

Open: j

oE | LCancel | Browse... |

Click on Browse and change Fi | e Type to All Files*.*
Navigate to the correct file, click on it and then click on Open and then on OK.
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Figure 1-9

f;‘u Import devices from: C:Program Files' Cisco SystemshQoSPolicyManager', AppDa

Importing Devices from CiscoWorks 2000 Resource Manager Essentials

AnImport Devicesdialog box will appear, as show in Figure 1-9. The deviceswill
appear initially in the Known Devices box on the left (the devices must be
reachable via SNMP/Telnet for the import to be successful; otherwise the devices
will be grayed out and reported as “Unreachable.”

Highlight the devices to be managed by QPM and then click on the top-middie
button (>>) to add them to the right-box entitled Devices to import to QoS
Database.

Import Devices Dialog Box

Fhown Devices
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Importing Devices from CiscoWorks 2000 Resource Manager Essentials

Click on the OK button to continue. The prompt box of Figure 1-10 will appear.
Click onYesAll to allow all devices and interfaces to be detected and added to the
QPM database.

Also the option to Upload Device Configuration will be presented; this option
allows QPM to parse the device configuration for any existing QoS commands
that may have been entered manually prior to using QPM. If any such commands
exist, they will be uploaded and displayed within Policy Manager.

Figure 1-10 Detect Interfaces Prompt Box

Detect Interfaces

whould pou like to detect the interfaces of the devices you selected to imported into
QoS Policy Manager Database ?
Mate! Interface detection may take some time.

[~ Upload Device Configuration

ez bl Mo Mo all LCancel
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Each device will be detected in turn, and when all devices have been
detected/uploaded, QPM will display all imported devices within the tree-view
window. Any interfaces with blue icons have no QoS policies set on them; any
interfaces with purple icons have QoS policies uploaded onto them. The devices
can be viewed by their IP AddresssDNS names, or by their device names by
clicking on the View menu in Policy Manager and selecting Device Names. This
is shown in Figure 1-11.

Figure 1-11 Imported Devices (viewed by device name) with Uploaded Policies
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Scaling QoS Management Using Device Groups

A key advantage that QPM offersisthe ability to scale to several hundred devices
by using device groups. Device groups are bundles of interfaces (which may
reside on separate network devices) with similar characteristics upon which
uniform QoS policieswill be set. For instance, access portson all Catal ys,t® 6000
inline-power blades may all require the same uniform set of QoS policies
throughout the enterprise; rather than setting these policies port by port or even
machine by machine, they can all be bundled into a single device group sharing a
single centralized QoS poalicy.

Device groups are the preferred way of administering QoS via QPM because of
their ability to centralize and scale policies. In addition, change management is
easier with device groups.

To create a device group, right-click on the Device Groups folder and select New
Device Group from the abbreviated menu. A dialog box similar to Figure 1-12
will be shown.

Figure 1-12 Device-Group Dialog Box

|
oK |

MHarne: IAccess-EataIystBDDD
Device Maodel: ICatBDDD j Cancel
Software Revision: |5.5 j Help |
Interface Type: IAn-"' j
Card Type: | NaonviP =]

—Group Cantair
i Interfaces ' Subnterfaces
QoS Property: I 202TAR202T j
Trust State [for ports only): IUntlusted j
Trust-ext [far ports only): INone ﬂ
GoS Style (for ports only): IF'ort Bazed ﬂ

r—Group b ember.

All <
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Enter a descriptive name for the group and then select membership criteria by the
various drop-down lists associated with each field. When the criteria have been
set, click on the Add/Remove button to select devices or interfaces that match your
criteriathat you wish added to the group.

Available devices/interfaces will be listed on the left box initially; any
deviced/interfaces to be included need to be highlighted. Click on the top-middle
button (>>) to add the device/interface to the group; if necessary, click on the
lower-middle button (<<) to remove a device/interface from a group. To add an
entire device quickly, simply double-click on the device. When finished, click OK.
This dialog box is shown below as Figure 1-13.

Figure 1-13 Add/Remove Members Dialog Box

Add/Remove "Access-Catalyst6000" Members |
Auvailable Interfaces: Group Members: LI
2045 -] LCancel |
- 2046
247 Help |
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When compl eted, the device group will appear in the tree-view panel of QPM, as
pictured in Figure 1-14.

Figure 1-14 Device Groups in the Tree-View Window Panel
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CHAPTER 2

Campus QoS

This section correspondsto Chapter 3 of the main guide (Cisco | P Telephony QoS
Design Guide) entitled “Designing a Campus.” The order in which topics are
presented will follow the order in which they are presented within the Guide,
beginning with classification policies for the three main Vol P Control Protocols:
Skinny, H.323, and MGCP.

Skinny Protocol Classification

To maintain consistency with the configurations in the main Cisco I P Telephony
QoS Design Guide, this example is based on the premise that the Calalyst® 6000
is used with an inline-power card in Slot 5 (connected to Cisco | P Phones)
controlled by a Cisco CallManager connected to Port 4/2. The Cisco | P Phone
VLAN is numbered 110.

Create a device group (as detailed in “ Scaling QoS Management Using Device
Groups” of this appendix) within QPM and add VLAN 110 to the device group
and all the ports that are connected to Cisco IP Phones (5/1-48).

Under the Device Group properties, set:  Trust State to Trust CoS
Trust-ext to Untrusted
QoS Style to VLAN Based

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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I Skinny Protocol Classification

The resulting Device Group properties box should resemble Figure 2-1.

Figure 2-1 Device Group Properties for Cisco IP Phone Ports

|
Name: IIP_F‘hones
Device Model: I Cate0on ZI ﬂ'
Software Revision: l 5.5 LI Help I
Interface Type: l"ﬁ""-" ZI
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QoS Property: IZDZTM P202T

Trust State [for ports only): I Trust CoS

Lef Lef el 1<

Trust-ext (for ports only): |Untrusted
QoS Style (for ports only): |VLAN Based
—Group Members
- Add/Remove I
L WLAN 110 ﬂ
T

) d |A" =
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Skinny Protocol Classification

Make a second device group for ports that are connected to Cisco CallManagers.
Set the QoS Style for this device group to Port Based. Add all Cisco CallManager
ports to this device group. In this example (taken from the Guide), Port 4/2 is
connected to a Cisco CallManager, and should, therefore, be added to this group.
Although it may seem superfluous to create a device group consisting of asingle
port, the advantages will be manifest later when more Vol P control servers (Cisco
CallManagers plus other gateways) are added to the scenario. The Device Group
properties dialog box should match Figure 2-2.

Figure 2-2 VoIP-Control Device-Group Properties

£
Name: IVolP_Contro[
Device Model: I Cate000 = ﬂl
Software Revision: IS 5 L] &I
Interface Type: IAL'-.‘,-L., LI
Card Type: [NonviP =
r—Group Contains
& Interfaces € Sublnterfaces
QoS Property: IZI]ZTM P202T L]
Trust State (for ports only): IUnlrusled L]
Trust-ext [(for ports only): INone ;]
QoS Style (for ports only): IF’or! Based ;]
—Group Member
B Add/Remove
e 442
All 7

Click on the OK button to close the dialog box (after all appropriate ports have
been added to the group).
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Click on the IP_Phones device group from the Tree-View window panel. When

thisis highlighted, right-click in the Policy window panel and select New QoS
Policy from the abbreviated menu. Thisis shown in Figure 2-3.

Figure 2-3 Creating a New QoS Policy on a Device Group

k:i Policy Manager: skinny

=10l
File Edit View Devices Tools Help
AR DB KB B 2
Cl skinny ’ + 3 skinny+cm+vlan/DeviceGroups/IP_Phones IAII Policies EI
=+ Devices
: Qv. CatBk Name | Dir | Condition | Action |
EID DeviceGroups

- |P_Phones
YolP_Control

Iew Access Contral Policy.
Disable

Gt
Copy.
Paste

Delete

|0 Policies |Modified  |Filter:All Policies

|Policy was deleted.

N K

Thiswill launch the QoS Policy wizard, which isthe principal tool that QPM uses
to construct QoS policies. The number of stepsin the wizard will depend on the
type of QoS policy, the interface, and the parameters involved.
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Thisfirst step in the wizard is to assign general information to the QoS policy,
such as a name and description; also the policy can be enabled or disabled from
this dialog box. This first screen is shown in Figure 2-4.

Figure 2-4 QoS Policy Wizard—Step 1: General Properties Dialog Box

Properties of "Color Skinny Traffic to DSCP26" Policy |

New QoS Policy General Properties

7 IGeneral

Direction=In Policy Status: IEnabIed j

Policy Name: IColor Skinny Traffic to DSCP26

[ Filter Policy Comment:
[J Coloring
[] Limiting

Key

4 Valid
B8 Invalid
[] Mo Data
# Editing
|| Disabled

Back I Next I FEinish | Cancel | Help |

When the desired fields have been completed click on the Next button to continue.
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Figure 2-5 QoS Policy Wizard—Step 2: Direction Properties Dialog Box

Properties of "Color Skinny Traffic to DSCP26" Policy

The second step of the wizard is to assign the direction in which the policy is to
be applied: either inbound or outbound. In this example, the QoS policy can be

applied only in the inbound direction; therefore, the outbound direction is grayed
out. This second step is portrayed in Figure 2-5.

New QoS Policy

[# General

g IDirer.ﬁtm=In
[] Fitter

[] Coloring
[J Limiting

Direction Properties

Direction « In

¢ Out

Back I Next I

Eirsh

Cancel

Help

Click on the Next button to continue.
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Skinny Protocol Classification

The third step of the wizard is the classification/filtering criterion. Skinny
Protocol uses the well-known TCP port range of 2000 to 2002. Since these
policies are applied to Cisco | P Phones, it is sufficient to include the port range as
a Destination Port Range (that is, the Vol P control packets from the Cisco IP
Phone are destined for the Cisco CallManager port range of 2000 to 2002). The
filter to identify Skinny Protocol is shown in Figure 2-6.

Figure 2-6 QoS Policy Wizard—Step 3: Filter Properties Dialog Box for Skinny

Properties of "Color Skinny Traffic to DSCP26" Policy |
New QoS Policy
Filter Properties |
[4 General
Direction=In Protocoll Sender |SenderP0|l| Destination | Dest. Port |ﬂ
Y Im oR| TCP Port range 2000 to 2002883
[] Coloring
[ Limiting o
I " Port Number: I vI
' Port Range: From:lm
Key—————— —
. To: |2002 'I
A Valid —
B8 Invalid Cancel
[] WoData —]
. Editing
[ | Disabled
Back I Next I Einish | Cancel | Help |

Click on the Next button to continue.
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Thefourth step is also the final step required for this policy, and it servesto color
traffic matching thefiltering criteriato the defined | P Precedence or DSCP values.
In this case, Skinny Protocol traffic will be colored to DSCP 26 (AF31). Thisis
pictured in Figure 2-7.

Figure 2-7 QoS Policy Wizard—Step 4: Coloring Properties Dialog Box

Properties of "Color Skinny Traffic to DSCP26" Policy |
New QoS Policy [v Coloring Properties
4 General Coloring Mechanism: I[)SCP vI
[4 Direction=In
& Fiter DSCP: =
Il:oloring
] Limiting

Back I Next I Cancel | Help

Click the Finish button to complete the policy.
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Create a second policy to Trust the CoS of any IP traffic. The wizard screens for
this second policy appear in Figure 2-8.

Figure 2-8 QoS Policy Wizard Dialog Boxes for Trust—CoS of IP Traffic Policy

Properties of "Trust CoS for any IP Traffic" Policy j x|

New QoS Policy General Properties
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M | Protocal | Sender | sender Por Destination | Dest. Por | il
oR|IFP 3|
: £}
New QoS Policy [V Coloring Properties
4 General Coloring Mechanism: ITlusk vI

Direction=In
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ll:olwring

[ ] Limitmg

¢ Editin
[ Disabl

Cancel I Help I

Back. I Next I

Click the Finish button to complete the policy.
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When completed, both policies will appear in the Policy window panel. If the
IP_Phones device group is highlighted in the Tree-View window, a summary of
the policy will appear in the Summary window-panel as shown in Figure 2-9.
Figure 2-9 Skinny Protocol Marking Policy Summary

¢35 Policy Manager: skinny-v1

(0] x|
File Edit Yiew Devices Tools Help
aRd DEYB S B2 | 2
C_l skinny-v1 ’ + 4 skinny-v1/DeviceGroups/IP_Phones IAII Policies j
=[] Devices
. [@+@» Catbk | Dir | Condition | Action [
=120 DeviceGroups “Color Skinny Traffic to DSCP26 SN [Pratocolis TCP ... Coloring, DSCP=AF31(26)
& IP_Phones B2 Trust CoS for any P Traffic IN [Pratocol is IP) Coloring, Trust State = Trust CoS
- g YolP_Control
Properties of "Color Skinny Traffic to DSCP26" Policy from group "'IP_Phones"
General Properties: ;]
Name:Color Skinny Traffic to DSCP26 Status:Enabled Comment:
Direction is IN
Filter Properties:
(Protocol is TCP and Destination Port is Port range 2000 to 2002)
Action Properties:
Coloring. DSCP=AF31(26)
|2 Policies |Modified  |Filter:All Policies [ 4

When both policies appear as shown in Figure 2-9, right-click on the Color Skinny
Traffic policy and select Copy from the abbreviated menu. Click on the

Vol P_Control device group in the Tree-View window panel to highlight it, move
the pointer over to the Policy window panel, and right-click and select Paste.

i Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with GPM 2.0

78-11549-01 |



| Chapter2 Campus QoS

Skinny Protocol Classification

Thiswill copy the policy that colors Skinny Protocol traffic and apply it also to
the VoI P_Control device group ports (currently consisting of only one port: Port
4/2—the Cisco CallManager port). The resulting display should match

Figure 2-10.

Figure 2-10 Copying the Skinny Policy to the VolP_Control Device Group

¢35 Policy Manager: skinny i =] |

File Edit Yiew Devices Tools Help

LR F DES& S B 2

(1 skinny | 4 ¥ skinny/DeviceGroups/volP_Control IAII Policies ;I
=] Devices
: «n Catbk Name |_Dir_| Condition | Action |
=[] DeviceGroups 24 Copy of Color Skinny Trafficto .. IN [Protocolis TCP ... Coloring, DSCP=AF31(26)
& IP_Phones MNew QoS Policy
g VolP_Control Idew Access Control Palicy,
Disable
Cut
Copy.
Delete

|

7

[1 Policies |Modified  |Filter:All Policies |Policy was pasted.

This policy can be renamed as desired (to drop the* Copy of” prefix that is added
by the Copy/Paste operation). To rename this policy: Double-click on the policy,
edit the name from the QoS Policy Wizard General Properties page, and then click
on the Finish button.
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At this point, the policy to mark the Skinny Protocol traffic is unidirectional (that
is, only packets destined to a Cisco CallManager port range of 20002002 will be
colored). To mark packets originating from Cisco CallManager Port 2000-2002,
add the following line to the filter properties via the QoS Policy wizard: If
protocol is TCP and Sender Port Range is 2000 through 2002. This modification
appears below in Figure 2-11.

Figure 2-11 Filter Properties for Bidirectional Skinny Marking Policy

Properties of "Color Skinny Traffic to DSCP26" Policy |

Edit QoS Policy

[f General

[ Direction=In
7 [Fitter

[4 Coloring

[} Limitmg

J Editing
|| Disabled

Filter Properties I

Plotocoll Sender | Sender Port | Destination | Dest. Port iI
TCP Port range 2000 to 2002
o TCP Port range 2000 to 2002 Y

o o

Back | Next |

Cancel | Help |

Click on Finish to complete the policy modification.

To deploy the policy, click on the File menu from Policy Manager, select Save As,
and enter a descriptive name for the database file. Then click on the Tools menu
and select Distribution Manager.

Thiswill launch Distribution Manager, which is the QPM component to manage
the deployment of QoS policies to network devices.

From Distribution Manager, click on the Devices menu and select Create Job.
Thiswill open alist of saved QPM databases available for deployment. Select the
database name that corresponds to the Skinny Protocol DSCP Marking Policy and
click on OK.
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Thejob will be created and displayed as shown in Figure 2-12 (with the exception
of the red circle around the icon to the left of the device name).

Figure 2-12 Creating a Job to Deploy the Skinny Protocol DSCP-Marking Policy

i
File View Devices Tools Help
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[ Al Jabs | Contents of Job 12

#® Policy Manager: localhost
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Severity I Date/Time I Message I -
@ Informational 03/14/2001 13:48:37 Job #12 was created for database Skinny Marking to DSCP26.epd. |
@ Informational 03/14/2001 13:48:24 Job #11 was created for database Skinny Marking to DSCP26.epd.

@ Informational 03/14/2001 13:47:51 Job #10 was created for database Skinny Marking to DSCP26.epd.

@ Informational 03/14/2001 13:44:25 Job #3 was created for database Skinny Marking to DSCP26.epd.

@ Informational 03/14/2001 13:44:03 Distribution Manager is connected to the QoS Manager Service.

@ Informational 03/14/2001 08:41:08 Distribution Manager is disconnected from the QoS Manager Service.

@ Informational 03/13/2001 07:46:19  Distribution Manager is disconnected from the QoS Manager Service.

@ Informational 0341272001 07:07:34  Distribution Manager is disconnected from the QoS Manager Service. Ll

| Connected to @05 Manager |

Z

Clicking on the icon to the left of the device name (circled in red in Figure 2-12)
will allow a network administrator to preview the CLI that QPM is about to send
to the device. In this example, clicking on thisicon will bring up the commands
that are shown in Figure 2-13 for previewing prior to deployment.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Figure 2-13 Previewing the CLI for the Skinny Protocol DSCP-Marking Policy

A

File Edit Search

set gqos enable = " "

set port gos 571 vian-based Yiew Commands :"Cat6k |
File Edit Search

set port qos 5/1 trust trust-cos

set port qos 5/47 trust-ext untrusted ﬂ
set port gos 5/1 trust-ext untrusted
set port qos 5/2 viarbased set port gqos 5/48 vlan-based

set port qos 5/2 trust trust-cos set port gos 5748 trust trust-cos

set port qos 5/2 tust-ext untrusted | |set port qos 5/48 tust-ext untrusted

set port gos 5/3 vlan-based

set qos acl ip OPM_VolP_Control dscp 26 tcp any any range 2000 2002 N x|
set port qos 5/3 trust trust-cos set qos acl ip QPM_VolP_Control dscp 26 tcp any range 2000 2002 any

commit gos acl OPM_YolP_Control —:_l
set port qos 5/3 trust-ext untrusted set qos acl map QPM_VolP_Control 4/2

set qos acl ip QPM_IP_Phones dscp 26 tcp any any range 2000 2002

set qos acl ip QPM_IP_Phones trust-cos ip any any

commit gos acl QPM_IP_Phones

set qos acl map QPM_IP_Phones 5/1

set qos acl map GPM_IP_Phones 5/2 [ |
set qos acl map QPM_IP_Phones 5/3

set qos acl map QPM_IP_Phones 5/4

set qos acl map QPM_IP_Phones 5/5
<ot ans acl man NPM 1P Phanes R/R

set nort nns 5/4 vlan-hased

N K

set qos acl map QPM_IP_Phones 5/46
set qos acl map QPM_IP_Phones 5/47
set gos acl map QPM_|IP_Phones 5/48
set qos acl map QPM_IP_Phones 110

a

The CLI preview reveals a differing (yet fully compatible) syntax with the
commands outlined in the Cisco I P Telephony QoS Design Guide (page 3-9).

Note  Port-based QoS isthe default setting; it does not require explicit
commands to set. Additionally, QPM will not deploy a command if
the default state renders it unnecessary; therefore, the command set
port qos 4/2 port-based does not appear in the QPM deployment
command set.

To complete the deployment. Click on the Devices menu and then click Apply.

The status of the deployment will change from Not-Applied to In-Progress to
Compl eted.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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H.323 Protocol Classification

Consistent with the example in the Guide, it is presumed that an H.323 gateway
is added to the previous scenario on Port 4/3. The flexibility of working with
device groups comes into play in this modification to the scenario.

To begin with, add Port 4/3 to the Vol P_Control device group by right-clicking on
it and selecting Add/Remove Members from the abbreviated menu. Then click on
the Add/Remove button and move Port 4/3 to the Group Members box. Thisis
shown in Figure 2-14.

Figure 2-14 Adding New Members to Existing Device Groups

¥3 Policy Manager: Skinny = |D|1|
File Edit View Devices Tools Help

LR DE & KL R 2

(L3 Skinny | 4 ¥ Skinny/DeviceGroupsAolP_Control |AII Policies ﬂ
=-(] Devices
«Qn Caték Name | Dir_| Condition | Action [
=13 DeviceGroups B8 Color Skin... IN [Protocolis TCP ... Coloring, DSCP=AF31(26)
IP_Phones
B Add/Remove "Y¥oIP_Control" Members Xl
New Device...
Call Yiew Device Configurati
VIEWIDEVIEE COnNEUELION: .. Available Interfaces: Group Members:
Delete Device
Device Properties, . 3748 -l &= Caték ﬂl
- 3/47 4/2
Idew Interface, ., 3/48 Help |
Delete Interface VLAN 1
Interface Properties,. ., 4N >>
474
New Device Group... 4/5 <<
AddiRemove Members. .. 4/6 |
Delete Device Group b kinr 47
Device Group Properties... ; Zj g
Find Device inny 4410 =
Direction is IN
Filter Properties:
(Protocol is TCP and Destination Port is Port range 2000 to 2002) or
(Protocol is TCP and Source Port is Port range 2000 to 2002)
Action Properties:
Coloring, DSCP=AF31(26) _|
v
[1 Palicies |Fitter:1l Policies | Y.

Cisco CallManager communicates with H.323 gateways using TCP Ports 1720
(H.225) and TCP Ports 11000 through 11999 (H.245). For ease of management,
it is recommended to make this policy bidirectional. If it is bidirectional, it can

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
[ 78-11549-01 .m



Chapter 2

Campus QoS |

I H.323 Protocol Classification

applied to both the Cisco CallManager port and the H.323 gateway port without
any modification and still be effective (that is, TCP source ports and destination
ports do not need to be reversed from the policy applied to the Cisco CallManager
Catalyst 6000 port and the H323 gateway Catalyst 6000 port). The QoS Policy

wizard screens for creating a policy to color H.323 control traffic to DSCP 26
(AF31) are shown in Figure 2-15.

Figure 2-15 QoS Policy Wizard Dialog Boxes for H.323 DSCP-Marking Policy

Properties of "Color H.323 Traffic to DSCP26" Policy

i Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with GPM 2.0

F|
New QoS Policy General Properties
7 [Gomeeat Policy Name: [Color H.323 Traffic to DSCP28]
[4 Direction=In Policy Status:  [Enabled
O Fiter Properties of "Color H.323 Traffic to DSCP26" Policy |
[ Coloring Hew QoS Policy Direction Properties
[0 Limiting
General Ditection Gln €O
4 l Properties of "Color H.323 Traffic to DSCP26" Policy |
(]
i O | Edit QoS Policy
[4 Vald O . :
B Iwalid Filter Properties I
[] NoData [A General
é Ep?“:]od Direction=In I Prolocoll Sender | Sender Port |Deslinalion| Dest. Port I ﬂ
isable: —
o |4 |mm_ oR| Tce 1720
E Coloring OR|TCP 1720
Z [] Limiting or| TP Port range 11000 to 11939
— OR| TCP Port range 11000 to 1199583
—Key X
4 Valid New QoS Policy [v Coloring Properties
B Invalid
D Mo Data [F General Coloring Mechanism: |DSCP =
./ Editing .
7] Disabled [ Direction=In
/| [4 Filter DSCP:
(%3 Il:olwring
[ Limiting
—Key:
4 Vald
B Invalid
[J HoData
. Editing
[| Disabled
Back I Next LCancel I Help
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A summary of the H.323 policy is shown in Figure 2-16.

Figure 2-16 Summary of H.323 DSCP-Marking Policy

I_r:i Policy Manager: Skinny + H.323 = |D|5]
File Edit View Devices Tools Help

LaRd DES & s R 2

(1 Skinny +H.323 | 4 ¥ Skinny + H.323/DeviceGroups/volP_Control IAII Policies LI
=10 Devices
@+ Catbk Name | Dir_| Condition |_Action I
=+ DeviceGroups Color Skinny Traffic to DSCP26  IN (Protocolis TCP ... Coloring, DSCP=AF31(26)
-4 IP_Phones ;. Color H.323 to DSCP26 IN  [Protocolis TCP ... Coloring, DSCP=AF31(26)
=] g YolP_Control
48 Catbk\d/2
8% Catbkhd/3

Properties of "Color H.323 to DSCP2E" Policy from group "olP_Control"
General Properties: ;]
Name:Color H.323 to DSCP26 Status:Enabled Comment:

Direction is IN

Filter Properties:
(Protocol is TCP and Destination Port is 1720) or
(Protocol is TCP and Source Port is 1720) or

(Protocol is TCP and Destination Port is Port range 11000 to 11999) or
(Protocol is TCP and Source Port is Port range 11000 to 11999)

Action Properties:
Coloring, DSCP=AF31(26)

|2 Policies |Modified  |Filter.l Palicies

N
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When the combined Skinny + H.323 coloring policy is previewed for deployment,
the CLI is displayed as shown in Figure 2-17.

Figure 2-17 CLI Preview for the Combined Skinny + H.323 DSCP-Marking Policy

Yiew Commands :"Catbk" |

File Edit Search

set gos aclip QPM_YolP_Control dscp 26 tcp any any range 2000 2002
set gos acl ip OPM_YolP_Control dscp 26 tcp any range 2000 2002 any
set gos acl ip OPM_YolP_Control dscp 26 tcp any any eq 1720

set qos acl ip QPM_VolP_Control dscp 26 tcp any eq 1720 any

set gos acl ip OPM_YolP_Control dscp 26 tcp any any range 11000 113399
set gos aclip OPM_VolP_Control dscp 26 tcp any range 11000 11933 any
commit qos acl QPM_YolP_Control

set gos acl map OPM_VolP_Control 4/2

set gos acl map OPM_VolP_Control 4/3

| I /4

These CLI commands are consistent with the configuration in the “H.323
Protocol” section on page 3-9 of the Cisco IP Telephony QoS Design Guide.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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MGCP Protocol Classification

A Media Gateway Control Protocol (M GCP) gateway is added to the scenario on
Port 4/4. This port should now be added to the Vol P_Control device group.

Cisco CallManager communicates with MGCP gateways using UDP Port 2427.
Create a bi-directional policy for this UDP port. The QoS Policy wizard screens

for creating apolicy to color MGCP control traffic to DSCP 26 (AF31) are shown
in Figure 2-18.

Figure 2-18 QoS Policy Wizard Dialog Boxes for MGCP DSCP-Marking Policy

Properties of "Color MGCP Traffic to DSCP26" Policy

E|
New QoS Policy General Properties
Y lm Policy Name: ICoIol MGCP Traffic to DSCP26
[ Direction=In Policy Status: IEnabIed zl
[ Filter = = =
. Properties of "Color MGCP Traffic to DSCP26" Policy x|
[] Coloring
[J Limiting New QoS Policy Direction Properties
[ General Direction Gln €0t
—Key T properties of "Color MGLP to DCSP26" Policy A
5 [0 Filter
[ Vahd i y N
B Invalid [ Coloring | Edit QoS Policy
9 :d"nli):;‘ [ Limiting Filter Proper!iesl
7] Disabled E el = =
[ Direction=In Protocol Sender Sender Por Destination Dest. Port
—Key J |Filter OR|UDP 2427
[ Valid [ Coloring OR|uUDP =
B Invalid o oo
L] NoData |l | Limiting
7 Editing
JSljDebizd x5
New QoS Policy [V Coloring Properties
4 General Coloring Mechanism: | DSCP v]
[ Direction=In
[ Filter DSCP:
[# |Coloring
| [} Limiting
—Key-
A Valid
B Invalid
[] NoData
./ Editing
|| Disabled
Back Next Cancel I Help I
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A summary of the MGCP policy is shown inFigure 2-19.

Figure 2-19 Summary of MGCP DSCP-Marking Policy

/5 Policy Managet: Skinny + H.323 = |E||5|

File Edit Yiew Devices Tools Help

ERF DES & Kl R 2

1 Skinny + H.323 | 4 ¥ Skinny + H.323/DeviceGroups/volP_Control IAII Policies :I
=[] Devices
@4 Catbk Name | Dir | Condition |_Action [
=] DeviceGroups B Color Skinny Traffic to DSCP26 IN (Protocolis TCP ... Coloring, DSCP=AF31(26)
-3 VolP Ports Color H.323 to DSCP26 IN [Protocolis TCP ... Coloring, DSCP=AF31(26)
Elg YolP_Control . :Color MGCP to DCSP26 IN (Protocol is UDP...  Coloring, DSCP=AF31(26)
48 Catbk\d/2
b Catbk\d4/3
= CatBk\4/4

Properties of "Color MGCP to DCSP26" Policy from group "olP_Control"

General Properties: ;]
Name:Color MGCP to DCSP26 Status:Enabled Comment:

Direction is IN

Filter Properties:
(Protocol is UDP and Destination Port is 2427) or
(Protocol is UDP and Source Port is 2427)

Action Properties:
Coloring, DSCP=AF31(26)

N

} Policies |Modified  |Filter:All Policies
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When the Skinny + H.323 + MGCP Coloring policy is previewed for deployment,
the CLI is displayed as shown in Figure 2-20.

Figure 2-20 CLI Preview of Skinny + H.323 + MGCP DSCP-Marking Policy

Yiew Commands :"Catbk" |

File Edit Search

||set qos aclip QPM_VolP_Control dscp 26 tcp any any range 2000 2002
set gos acl ip OPM_YolP_Control dscp 26 tcp any range 2000 2002 any
set gos acl ip OPM_YolP_Control dscp 26 tcp any any eq 1720

set qos acl ip QPM_VolP_Control dscp 26 tcp any eq 1720 any

set gos acl ip OPM_YolP_Control dscp 26 tcp any any range 11000 113399
set gos aclip OPM_VolP_Control dscp 26 tcp any range 11000 11933 any
set qos aclip QPM_VolP_Control dscp 26 udp any any eq 2427

set gos acl ip OPM_YolP_Control dscp 26 udp any eq 2427 any

commit qos acl QPM_YolP_Control

set gos acl map OPM_VolP_Control 4/2

set gos acl map OPM_VolP_Control 4/3

set gos acl map OPM_VolP_Control 4/4

| I /4

These CLI commands are consistent with the configuration in the “MGCP”
section on page 3-10 of the Cisco I P Telephony QoS Design Guide.

[ 78-11549-01
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Catalyst 6000 Access Layer

The QoS for IP telephony configuration of the Catalyst 6000 as an access layer
switch begins with the steps outlined in section “ Skinny Protocol Classification”.
Building on this, the Guide describes the requirement of adding Vol P control
traffic to the second-queue-first-threshold of the 2Q2T queueing scheme of the
Catalyst 6000. An optional step isto add the Vol P RTP traffic (CoS = 5) to the
second-queue-second-threshold; this step is optional becauseVolP RTP (CoS=5)
is added to the second queue by default after QoS is enabled on the Catalyst 6000.

This mapping can be done by right-clicking on any and all Catalyst 6000 access
layer switches within the QPM database and then selecting Device Properties
from the abbreviated menu. This will open the Device Properties dialog
box—from this box, click on the QoS Property button at the lower right. Thiswill
open the Properties of Catalyst Queueing dialog box. Click on the 2Q2T tab, and
the table shown in Figure 2-21 will appear. Click on the radio button in the Queue
2 Threshold 1 column that intersects with row Flash(3). Optional: Click on the
radio button in the Queue 2 Threshold 2 column that intersects with row
Critical(5).

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Figure 2-21 Catalyst 2Q2T Queues for Control (CoS = 3) and VoIP (CoS = 5)

Properties of Cat0S Queuing

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Mapping this setting translates to the CLI shown in Figure 2-22.

Figure 2-22 Previewing the CLI to Map CoS = 3 to 2Q1T and CoS = 5 to 2Q2T

Yiew Commands :"Catbk" |

File Edit Search
setqos map 2g2ttx 21 cos 3

setqosmap 2g2ttk 22 cosh

| | /4

This is consistent with the recommendation on page 3-16 of the Cisco IP
Telephony QoS Design Guide for access layer Catalyst 6000 2Q2T transmit
gueueing.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Catalyst 6000 Access Layer—Uplink Interfaces to
Distribution Switch

Create adevice group for the uplink interfaces. Set the Trust-State to Trust DSCP.
Add the Gigabit-Ethernet uplinks to the group. The device-group properties
should match those shown in Figure 2-23.

Figure 2-23 Device-Group Properties for Uplink Interfaces

|

Name: IUpIink_Inlerfaces
Device Model: | Cats000 = ﬂl
Software Revision: I'ﬁ.'i L] Help I
Interface Type: IgigabitEr}-.eme) Z]
Card Type: [NonviIP =

—Group Contain
¢ Interfaces € Sublnterfaces
Qo5 Property: | 2021 P202T =
Trust State (for ports only): ITrustDSCF’ LI
Trust-ext [for ports only): INone j
QoS Style [for ports only): IPorl Based ZI

—Group Member

Add/Remove |
All e

Asin the previous section, control traffic needs to be explicitly assigned to the
second-qgueue-first-threshol d setting for the uplink queues al so. The uplink queues
use an expanded queueing algorithm: 1P2Q2T, wherethe“ P’ representsapriority
gueue exclusively reserved for voice (CoS = 5).

[ 78-11549-01
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Right-click on any and all Catalyst 6000 devices in the database, select Device
Properties, and then click on the button QoS Property. The 1P2Q2T mapping
tab will appear on top by default. Click on the radio button in the Queue 2
Threshold 1 column that intersects with row Flash(3). An optional step isto add
the Vol P RTP traffic (CoS = 5) to Queue 3 (the strict-priority queue); thisstep is
optional because VolP RTP (CoS = 5) is added to Queue 3 of 1P2Q2T by default
after QoS has been enabled on the Catalyst 6000. Optional: Click on the radio
button in the Queue 3 column that intersects with row Critical(5). The resulting
map should match Figure 2-24.

Figure 2-24 Catalyst 1P2Q2T Queues for Control (CoS = 3) and VoIP (CoS = 5)
= /
2021 1P202T |

Cancel
Queue Length (%) | Weight | Thieshold 1 %) | Threshold 22 |
Queue 1

Queue 2

Queue 3

Queuel Queu# Queued
Threshold1 | Threshold2 | Thresholdl IhreshoIdZ

Routine(0) s - Ty s s /
Priority(1) - - c JI ¢ c_ |/
Immediate(2) s e r‘ s c /
Flash(3) c c « c c
Flash-overide(4] s c s s (“ |
Critical(5) gl gl gl gl ol
Interet(E) el ‘el el el ‘el
Network(7) gl gl gl e L@
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Mapping this setting translates to the CLI shown in Figure 2-25.

Figure 2-25 Previewing the CLI for Catalyst 6000 Access-to-Distribution Uplinks

Yiew Commands :"Catbk" |

File Edit Search
set port gos 1/1 trust trust-dscp

set port gos 1/2 trust trust-dscp
set qos map 1p2q2ttx 21 cos 3

set qos map 1p2q2ttx 31 cos b

| | /4

Thisis consistent with the recommendations on page 3-21 of the Cisco IP
Telephony QoS Design Guide for access layer Catalyst 6000 distribution uplinks.
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Catalyst 6000 Access Layer—CoS/ToS/DSCP

Mappings

Two critical exceptions are recommended to the default CoS/ToS/DSCP

mappings.

CoS/ToS Value:

Default Mapping:

IETF Recommended Mapping:

CoS/ToS=3 (voice control)

DSCP =24

DSCP = 26 (AF31

CoS/ToS=5 (voice)

DSCP =40

DSCP = 46 (EF)

QPM 2.0 does not support modificationsto the default CoS/ToS/DSCP mappings.

Catalyst 4000 Access Layer

QPM 2.0 does not support the Catalyst 4000 at Layer 2, but does support the
Catalyst 4000 Layer 3 module (WS-X4232-L3) for user-configurable Weighted

Round Robin (WRR).

Performance of Vol P and Vol P control traffic through the Catalyst 4000-L 3 can be
improved by modifying the weight of their corresponding queues within theWRR
algorithm. The higher the weight assigned to a queue, the more frequently that

gueue will be serviced (statistically) and, therefore, the better the performance of

that queue.

i Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with GPM 2.0
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To modify these weights begin by adding the Catalyst 4000-L 3 module to QPM
2.0. Right-click on All Interfaces from the Tree-View window panel, and then
select Interface Properties. Set the QoS Property to WRR and then click OK.

These screens are shown in Figure 2-26.

Figure 2-26 Setting WRR on Catalyst 4000-L3 Interfaces

¥4 Policy Manager: Cat6k + Catdk

File Edit View Devices Tools Help

LRd DB & ef R 9

(L Catbk + Catdk
=+ Devices
5-4Qr Catdk

FastEtherr

GigabitEth

GigabitEtk
i 40n GigabitEth
.40 GigabitEth
-4 Catbk

=+ DeviceGroups

YolP Ports
YolP_Control

| 4 & Catbk+ Catdk/Devices/C

Name

New Device...

Yiew Device Configuration, .,
Delete Device

Deyvice Properties, .,

New Interface...
Delete Interface

Interface Properties. ..

Properties of Interface "Cat4k'All Interfaces™ g}

Name: I.ﬂ.ll Interfaces
IP Address: IE’ahﬂf Cancel I
Mask: I Help I
Rate [Kbit/sec): |

T Type: | ﬂ
Card Type: I LI
Interface Description: |
[0S Property: =

Mew Device Group...
AddiRemoye Members, .,
Delete Device Group
Deyvice Group Properties, .,

| Interfaces™

b, Card Type: VIP

Find Device
“————gusrropery or metface "All Interfaces™:

WRR

|0 Policies |Modified

|Filter.&1l Policies

|Database has been saved

N
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The queueing algorithm on the Catalyst 4000 isaWRR servicing of four transmit
queues. The default and nonconfigurabl e queue assignments are based on the first
two bits (most significant bits) of the IP Precedence values:

IPP

Binary

Queue

Default Weight

000
001

010
010

100
101

N oo AW NP O

110
111

W WN NPk PO O

A AW WOIN NP P

Note  For additional information on Catalyst 4000-L3 QoS, refer to:
http://www.cisco.com/univercd/cc/td/doc/product/lan/cat4000/inst_
nts/78_10164.pdf

Although the queue assignments are not user configurable, the weights assigned
to the queues are user configurable. To boost the performance of Vol P and Vol P
control, the default weights can be reassigned as below (remember: the higher the
weight, the better the servicing for that queue):

Queue IPP Default Weight Modified Weight |Traffic

1 0+1 1 1

2 2+3 2 3 Vol P Control
3 4+5 3 4 Vol P

4 6+7 4 2

i Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with GPM 2.0
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Right-click on All Interfaces from the Tree-View window panel. Then from the
Policy window panel, right-click and select New QoS Policy. Enter a name for the
policy and select the default direction (Out) and check the box to enable WRR
Properties. Enter the weights for the corresponding queuesas Q1 = 1, Q2 = 3,
Q3=4and Q4 = 2 asshown in Figure 2-27.

Figure 2-27 WRR Policies for Catalyst 4000-L3

Properties of "¥oIP {(W=4) Control {W=3)" Policy 3|
New QoS Policy General Properties
7 lm Policy Name: IVoIF’ [w=4] Control [W=3)
Policy Status: IEnabIed ﬂ

[4 Direction=0ut

Palicy Comment: £ able WRR and assign:

4 WRR
‘wWeight 4 for VolP
\weight 3 for VolP Controf

Properties of "¥oIP {WRR=4) Control (WRR=3)" Policy x|
Hew QoS Policy Direction Properties
[ General Direction il (Ol
7 IDirectitm=llnl
Properties of "¥oIP (WRR=4) Control {WRR=3)" Policy |

[0 WRE

New QoS Policy v WRR Properties

[ General Queue Number 0 1 2 3

ight: 1 3 4 2
Direction=0ut Weight | I | |
Key—

4 vahi |B§ IWRR
B Inva
] Nel
./ Edit
|| Disa

LCancel | Help |

Click on the Finish button to complete the policy.
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A summary of the WRR policy for the Catalyst 4000-L 3 is shown in Figure 2-28.

Figure 2-28 Catalyst 4000-L3 WRR Policy Summary

¢35 Policy Manager: Cat6k + Cat4k 101 x|
File Edit View Devices Tools Help

LaRd DES & s R 2

D Catbk + Catdk | 4 § Catbk + Catdk/Devices/Catdk/all Interfaces IAII Policies :I
=[] Devices
£-4Qm Catdk Name |_Dir | Condition | Action |
€% Allinterfaces * (w=4] Control [W=3) ouT WRR Weight queues = {1,3,4,2}
o FastEthemetl
~4On GigabitEthemet1

i GigabitEthemet2
P GigabitE thermet3
s GigabitE thermetd

[-4Q» Catbk
=] DeviceGroups

+-€2 VolP Ports
[+ VolP_Control

Properties of "olP [W=4) Control [W=3]" Policy
General Properties:
Name:VolP (W=4) Control (w=3) Status:Enabled Comment:Enable WRR and assign:

‘Weight 4 for YolP
'Weight 3 for YolP Control

Direction is OUT

Action Properties:
WRR_Weight queues = {1,3.4,2}

N

[1 Policies |Modified  |Filter:All Policies
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Catalyst 3500 Access Layer Il

A CLI preview of the WRR policy is shown in Figure 2-29

Figure 2-29 CLI Preview of WRR Policy for Catalyst 4000-L3

Yiew Commands :"Cat4k™ |
File Edit Search

los switching

qos mapping precedence 0 wir-weight 1
qos mapping precedence 1 wir-weight 3
qos mapping precedence 2 wir-weight 4
qos mapping precedence 3 wir-weight 2
write memaory

Catalyst 3500 Access Layer

The queues on the Catalyst 3500 Series switches are set by default using the 2Q1T
(two-queues-one-threshold) algorithm, as follows:

Queue Queue Admission CoS Value
1 0-3
2 4-7

[ 78-11549-01
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I Catalyst 6000 Distribution Layer

No additional queueing configuration is available on the Catalyst 3500 Series
switches.

QPM 2.0 does not support the Catalyst 3500 Series switches.

Catalyst 6000 Distribution Layer

Voice and control traffic need to be assigned to the appropriate transmit queues.
Asbefore, right-click on any and all distribution layer Catalyst 6000 switches and
select Device Properties and then click on the QoS Property button. Assign

CoS = 3tothe second-queue-first-threshold (2Q1T) settings, as detailed beforein
section “ Catalyst 6000 Access Layer”. Optional: Assign CoS= 5 to the
second-queue-second-threshold (2Q2T) setting for 2Q2T and Queue 3 for
1P2Q2T. The resulting mapping tabs should match Figure 2-30.

Figure 2-30 Catalyst 6000 Distribution Layer CoS = 3 and CoS = 5 Mappings

[Properties of Cat05 Quewng |

I erti
21 |p20ar | =
Quean Length (%) | Weight | Theeshold 1 (%] | Theeshold 2 (%] fieo
Quewe )
Quewn 2|
i imaz
Thashold] | Trieshoh® | Thieshold) | Thiushok@
FRourel) -

Priceyf1)
Imeeiate(2)
Flast(|
Flash-overde(4)
Croat5)
Internet(s)
Newa(?)

A\

e in lie lin e linlinlie!
o linlie lio tie linlinlle!
o lialielin 1o o linlle!
lniC iRl le)

o lnlnlinlinlnlnlil:

lnlnlinlnlnlnlil

ol linlinlclielinlle}

2 liclinlinlinlnli}

If the uplinks to the distribution layer Catalyst 6000 are originating from a
Catalyst 6000 Access Layer Switch (with PFC), then the DSCP settings can be
trusted; however, if the uplinks are originating from any other type of Layer 2

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Catalyst 6000 Distribution/Core Running Native Cisco 10S Software W

switch, then only the CoS can be trusted. Create a device group for the uplinks
from the access layer switches and set the trust parameters accordingly. The two
options are shown in Figure 2-31.

Figure 2-31 Trust DSCP for Catalyst 600 (PFC) Access Uplinks; Trust CoS for All Others

|

|

¥
Name: |Caték(PFC)_Uplinks I
Device Model | Cate000 I;|
Software Revision: IS 5 IH
Interface Type: lg\gabnErhemeT I L]
Card Type: |u" JIP I L]
Group Contain: f
’7(: Interfaces €01 Sublnterfaces I
@5 Property: [0zt P202T * =
Trust State (for ports only): Trust DSCP 'I
Trust-ext (for ports only): None 'I
QoS Style (for ports only): Port Based 'I
~Group Member
=] Add/Remove |
11
1/2
All v

LCancel |
Help |

|
|NON_Cat6k(PFC]_Upink I

Name:

Device Model | Cate000
Software Revision: IS 5
Interface Type:

I gigabitEthernet

Card Type: I“" /P

Ll ) b

{ |nterfaces

"Group Contains

¢ SubInterfaces

]
/
I
/
/

QoS Property:

Trust State (for ports only):
Trust-ext (for ports only):

QoS Style [for ports only):

[20217 F‘ZDZT* =l

Trust CoS p I
None 'I
Port Based 'I

~Group Member.
=
11
1/2

Add/Remove |

All

v

LCancel |
Help |

Catalyst 6000 Distribution/Core Running

Native Cisco 10S Software

QPM 2.0 does not support Native Cisco |0S® Software on the Catalyst 6000.
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WAN QoS

This section corresponds to Chapter 5 of the Cisco IP Telephony QoS Design
Guide, “Implementing a Wide-Area Network.” The order in which topics are
presented will follow the order in which they are presented within the Guide.

The IP telephony QoS recommendations from Chapter 4 of the Cisco IP
Telephony QoS Design Guide, “Implementing a Wide Area Network” are not
supported by QPM at this time; therefore, this chapter is not paralleled in this
appendix.

Point-to-Point WAN

Link fragmentation and interleaving (LFI) is an important |P telephony QoS
mechanism on WAN linksbecauseit prevents excessive serialization delay on link
speeds of less than 768 kbps. LFI, however, is not supported with Point-to-Point
Protocol (PPP); it is supported only on the Multilink PPP (MLP) Protocol. This
example, consistent with the Guide, assumes a Point-to-Point WAN link (with
Multilink PPP configured) that is slower than 768 kbps.

After adding/importing the WAN routers to QPM the initial step, as usual, isto
create a device group. Include all MLP links on any devices running the same
Cisco |OS version (recommended 12.1(3)T or higher—in this case, 12.1(5)T is
used). Set the QoS Property of the interface to Class Based QoS, check the box to
Enable |IP RTP Header Compression, check the box to Enable LFI, and enter the
Maximum Delay (millisec) as 10. Add all MLP interfaces to this device group
(from both the central and the remote sites). MLP WAN settings are summarized
in Figure 3-1.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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I Point-to-Point WAN

Figure 3-1 Device-Group Properties for WAN MLP Interfaces (<768 kbps)

Device Group

AN -MLP_Interfaces
105 Family =]

B

E- C_entral-?2DD-a
kel altilirak 1
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Point-to-Point WAN

Consistent with the configuration on page 5-19 of the Guide, create a new QoS
policy to be applied in the Out direction that will identify VoI P traffic by IP
Precedence = 5 or DSCP = 46 (EF). Provision alow-latency queue (LLQ) for
40 percent of the link speed (in this casethelink speed is 256 kbps, and, therefore
40 percent would work out to approximately 100 kbps). Checking the Priority box
next to the Bandwidth (%) field enables LL Q. The QoS Policy wizard screens for
setting thisVolP LLQ policy are shown in Figure 3-2.

Figure 3-2 QoS Policy Wizard Screens for VolIP (ToS = 5/DSCP = 46) LLQ Policy

Properties of “¥oIP Gets LLQ (40%)" Policy

|

New QoS Policy General Properties

Falicy Mame: [velP Gets LG (40%)
# [General
[# Direction=0ut Policy Status: [Enabled =l
[ Filter Folicy Comment: [
CBWF Properties of "VoIP Gets LLQ {(40%)" Polic =)
Q L Q Y
O Coloring Hew Qo Policy Direction Properties
O Limitimg
[ Shaping [ General Direction Cin & Out
Ky # [Direction=0ut
[ Vahid [ Filter
gw;:id [# CBWEQ Properties of "¥oIP Gets LLQ {40%0)" Policy |
o Data
% e h L] Celoring Ner QoS Policy Tratfic type
[ Limiting ¢ Class Defar
1 Shaping # General % Filters
[ Directi Fiter Fropettes |
alid 7 |z |Dam{ Pmmcm|P|ecenance{ DSEF‘l Sender |Sander F’nltl Deslmal\nr\ﬂ
CBWF
o Data g col _u orR|O P witicall5]
# Editin ‘oloring
isables [ Limiting oR
[0 shaping
— e |
—EKeyp————| |
[ Vatid 4
B8 Tnvahid S
] HoData B Drop Mechanism:
E ditin —
Dﬁ Disabled [ Direction=0ut Oueue Limt foptional)
i Filter
7 |CBWFQ | Banduwidth (2] 40 I~ ity
[ Coloring
[ Limiting
O Shaping
—Key-
7 Valid
B8 Invalid
L[] HoData
7 Editing
[ Disabled =
Back et Cancel Help

Note = DSCP =46 and DSCP = EF are synonymous referencesto the binary
setting of 101110 for the first six bits of the IP ToS byte.
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Create a second policy to be applied in the Out direction that will identify VolP
control traffic by IP Precedence= 3 or DSCP = 26 (AF31). Provision aminimum
bandwidth guarantee for Vol P control traffic of 5 percent. The QoS Policy Wizard

screenshots for this policy are shown in Figure 3-3.

Figure 3-3 QoS Policy Wizard Screens for VoIP Control Guaranteed BW = 5 Percent

Properties of "¥oIP Control 5% BW Guarantee" Policy

Hew Qo5 Policy

General

F | General

Palicy M

Properties

ame:

WolP Contral 5% B\ Guarantee

Bl Properties of "¥oIP Control 5% BW Guarantee™ Policy

Hew (o5 Policy

DO | OoOoooOoad

[f General
) p—

Direction Properties

Direction

Cln

& Out

Properties of "¥oIP Control 5% BY Guarantee™ Policy

Hew Qo5 Policy

Traffic type

4 General
[ Direction=0ut
& [Filter
1 CBWEQ
[] Colormg
[ Limiting
[ shapmg
Key

o Vakd

B8 Twwalid
[ Wo Data
# Editing
|| Disabled

% Filters

" Class Default

Filter Properties |

Deny Protocol

|Precedenc4 DSCF‘l Sender |Sender F'ortl

or(O [ip

or|O [P

Hash{3]
;|

Dastinalionﬂ

Properties of "¥oIP Control 5% BW Guarantee" Policy

Hew QoS Policy

F General

4 Direction=0ut
[ Filter

7 [courq

[] Celoring

[0 Limitimg

[J Shapmg
Rey—————

M Valid

B Invahd
[] HoData
¥ Editing
| Disabled

[¥ Queuing Properties

I TAIL Z I
Gueus Limit [optional): I

Dirop Mechanism:

‘ EBandwidth [%) |5 [ Fricrity

Back | Mext |

Lancel | Help |

Do not check the Priority box from the Queueing Properties dialog

box for the Vol P control traffic policy because this would enable
LLQ, ascenario is not recommended for Vol P control traffic
(reserved for Vol P RTP only).
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Figure 3-4

Point-to-Point WAN

Create one final policy that will allow all other traffic to use Weighted Fair
Queuing (WFQ). Be sure to select the Class-Default radio button for the filter to
which to apply the WFQ queueing. The QoS Policy Wizard steps for this default
WFQ policy are shown in Figure 3-4.

QoS Policy Wizard Screens for Class-Default WFQ Policy

Properties of "Class-Default gets WFQ" Policy / |

Hew Qo$ Policy General Properties
Policy Mame: IC\ass -Default gets 'WFQ
& |General
Direction=0ut Poliey Status: — [Enabled =l
[ Filter Propetties of "Class-Default gets WFQ™ Policy |
[ CBWE( - -
O Colorin Hew [Jo5 Policy Direction Properties
Limith
S Shapi ! | General Direction (o) = 0w
aping l—_
o é [y Propetties of "Class-Default-Out CBW' Q" Policy |
ey Fil
[F Vahd [ cB |New QoS Policy Traffil e
B Invalid O ca G Class iefault
D&? g:lt]::; = Lf’ # General  Filters
. m
|| Disable O sh 4 Direction=D0ut Filker Prooesties |
I | IE || Properties of "Class-Default-Out CBWFQ" Polic [l
Hew QoS Policy [¥ Queuing Prgferties
B General Drap Mechanfm: ITAIL 'l
[ Direction=0ut Gueue Limgf[optional): I
[ Filter

7 [cBwEg (s ‘dwwdth 1
[ Colormg Nurmber of Dugues

[ Limiting
[0 Shaping

EljDiohicd Back | e | i Finish Cancel Help
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Figure 3-5 shows a summary of the QoS policies set on the MLP Interfaces
device group.

Figure 3-5 Summary of Policies on MLP Interfaces Device Group

/5 Policy Manager: LAN + WAN (MLP)

=10l x|
File Edit Wiew Devices Tools Help

LwFE DESe & FE B 2

[:l LaM + WM [MLF) | 4+ & LN +waN [MLP)/DeviceGroups miat-MLP_|Interfaces IAII Policies j
21 Devices

43 Catalysta000 Name | Dir | Condition
«Qh Central-7200-a LQVDIP Gets LLG [40%) OuUT  [Protocoliz 1P ...
«}‘ Remate-1750-a LQVOIP Contral 5% Bw .. OUT  [Protocalis 1P ...
% Remote-2600-2 (48 Class DefaultOut CB...  OUT
: +n Remote-3600-a
B3 DeviceGroups
IP_Phones
Uplink_|nterfaces
WolP_Contral

| Aclion |
CBWFO  Oueue Definitions: Bandwidth=40, Priority iz on

CBwWFO  Oueus Definitions: Drop mechanizm iz TAIL, Bandwidth=5
CBWwFO Default-Class-out .Drop mechanism iz TAIL, WO

Central-7200-a4Multilink1 Properties of Device Group "wWAN-MLP_Interfaces"
Central-7200-a\Multilink.2 Model: 105_Family ;I
Riemate-1750-a%Multilink1 i

Remote-2600-aMultilink 1 Mapped Software Yersion: 12.1[(5]T

Group Contains Interfaces. Type: ppp. Card Type: Hon-VIP

Qo5 Property of Device Group "WAM-MLP_Interfaces™: Class Based QoS
CRTP Enabled,

LFI Enabled: Fragment Delay=10

[2 Policies [Modified — [Filter.4ll Policies |D atabase has been opened

aI
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Point-to-Point WAN

A preview deployment of this combined Vol P-over-MLP policy appearsin
Figure 3-6.

Figure 3-6 Previewing the CLI for VolP-over-MLP Policy

¥Yiew Commands :"Remote-1750-a™ £
File Edit Search

clazz-map QPM_'WaM-MLP_Interfaces

match accesz-group 100

exit

clazz-map QPM_'WaM-MLP_Interfaces_1

match accesz-group 101

exit

policy-map CPM_WAN-MLP_Interlfaces

clazs APM_WAN-MLP_Interfaces

priority 103

exit

clazs QPM_WaAN-MLP_Interfaces 1

bandwidth percent &

it

clazz class-default

fair-gueue

it

it

exit

acceszs-ist 100 permit ip 0.0.0.0 255,285 255,256 0.0.0.0 255 255,255,285 precedence B
accezs-list 100 permit ip 0.0.0.0 255,255,255 255 0.0.0.0 255,255, 255,255 dacp 46
accesz-ist 101 permit ip 0.0.0.0 265,265 255,265 0.0.0.0 255,255,255, 285 precedence 3
acceszz-list 101 permit ip 0.0.0.0 255,255 255 255 0.0.0.0 255,255, 265,250 decp 26
interface Multilink1

ip rtp header-comprezsion

it

interface Multilink1

ppp multilink, interleave

ppp multilink fragment-delay 10

exit

interface Multlink1

gervice-policy output QPR_WAN-MLP_Interfaces

it
wrike memory
| 4
These commands are consistent with the recommendations of the Cisco |P
Telephony QoS Design Guide for MLP WAN links (page 5-19).
Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Frame Relay WAN

Create a new device group for all Frame Relay (parent) interfaces. Set the
Interface Type to frame-relay and under the Group Contains section, select the
radio button for Interfaces. Set the QoS Property to Class-based QoS, and then
check the box to Enable Frame-Relay Traffic Shaping, but do not enter any values
in any of thefields. Add all Frame Relay parent interfaces to the group from both
the central and remote sites. The Device Group properties box should correspond
to Figure 3-7.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Frame Relay WAN

Figure 3-7 Device Group Properties for Frame Relay Parent Interfaces

ko
] |
M arne: IW.-’-‘«N-FH_Interfaces

Cancel

Help |

Device Model: | 105 Farnily
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[~ &daptive Shapihg
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-ﬂ IFP RTF header compression |
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;I Yoice Configuration |
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Create asecond device group for all Frame Relay sub interfaces. Set the Interface
Typeto frame-relay and under the Group Contains section, select the radio button
for Sub Interfaces with FRTS. Set the QoS Property to Class-based QoS. The box
to Enable Frame-Relay Traffic Shaping should already be checked and grayed out
(inherited property from parent interface). Enter the Rate (CIR) and the Burst Size
(Committed Burst rate or Bc). Check the box to Enable IP Header Compression.
If the link speed is below 768 kbps, then Frame Relay Fragmentation 12 (FRF.12)
can be enabled to reduce serialization delay; to enable FRF.12, check the box to
Enable Voice Configuration and enter 320 in the Fragment Bytes field—this value
is taken from the Guide, Table 5-2.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
[ A3-1 [.i 78-11549-01 |



| Chapter3 WAN QoS

Frame Relay WAN

Add all Frame Relay subinterfaces to the group from both the central and remote
sites (provided they are of the same speeds—otherwise, use separate device
groups and bundle according to speeds). The Device Group properties box should
correspond to Figure 3-8.

Figure 3-8 Device-Group Properties for Frame Relay Subinterfaces

A
Mame: IWAN-FH_SUbinterface&
Device Model: |||:|5 Farnily j ﬁl
Software Fevision: |‘|2_1[5]T j &l
Interface Type: Iframe-lE|a_',' j
Card Type: {Manvip =

—GEroup Conkain
) Interfaces. €0 Subilnterfaces 08 Sub (nterfaces with FRTS

(oS Property: |Ela$$ Bazed QoS j
,il Frame-F elay Traffic Shaping |
,il IP RTF Priarity |

-ﬂ IP RTF header comprezsion

-ﬂ LFIl [zupported on BRI, Witual-Template and Dialer )

— | Woice Configuration

[v Enable Yoice Configuration

B andwidth [%): I

Fragment [Bytes] [optionall: | 320

—Group Member
B Femaote-3600-3 Add/Remove |
Bl Femate-2600-2
B Central-7200-a
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Timesaver  Because the Modular QoS (MQC) policies for protecting Vol P and
Vol P control traffic are identical to the previous example,
“Point-to-Point WAN", these policies can be copied and pasted to
this new device group by right-clicking on them and selecting COPY
and then clicking on the new Frame Relay device group and
selecting PASTE.

If it is necessary to build these (as opposed to copying them over) then start by
clicking on the device group for the Frame Relay subinterfaces and then
right-clicking in the Policy window panel and selecting New QoS Policy.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Frame Relay WAN

The filters for the Vol P traffic are IPP = 5 or DSCP =4 6. Assign this flow to the
LLQ provisioned for 40 percent of the bandwidth (for consistency with the Guide
page 5-26). Be certain to check the Priority box next to the bandwidth field,

because thisis required to enable LLQ. The QoS Policy wizard screenshots for
this Vol P policy appear in Figure 3-9.

Figure 3-9 QoS Policy Wizard Screens for VoIP (ToS = 5/DSCP = 46) LLQ Policy

Properties of "¥oIP Gets LLQ (40%)" Policy.
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Create the second New QoS Policy to identify the Vol P control traffic by setting

IPP = 3 or DSCP = 26 and guarantee aminimum bandwidth for this control traffic
of 5 percent of the link speed. The QoS Policy Wizard screenshots for this Vol P
policy appear in Figure 3-10.

Figure 3-10 QoS Policy Wizard Screens for VoIP Control Guaranteed BW = 5 Percent
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Note

Do not check the Priority box from the Queueing Properties dialog

box for the Vol P control traffic policy, because this would enable
LLQ, ascenario that is not recommended for Vol P control traffic
(reserved for Vol P RTP only).

And finally, create the third New QoS Policy to set the Class-default queueing
algorithm to WFQ. Be sure to select the Class-Default radio button for the filter
to which to apply the WFQ queueing. The QoS Policy Wizard steps for this default

WFQ policy are shown in Figure 3-11.

Figure 3-11 QoS Policy Wizard Screens for Class-Default WFQ Policy
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Figure 3-12 shows a summary of the QoS policies set on the Frame Relay
Subinterfaces device group.

Figure 3-12 Summary of Policies on Frame-Relay Sub-Interface Device-Group

£3 Policy Manager: LAN + WaAN {(MLP + FR) - Ellll
File Edit ‘iew Devices Tools Help

MR d DEIB S K R D
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Qo. Femate-1750-a LQVDIP Control 5% BW Guarantee  OUT  [Protocol iz IP ... CBWFO Oueue Definitions: Drop mechanizm iz TAIL, Bandwidth=5

& Remate-2600-2 (48 Class-Default-Out CEWFD out
[-#3 Remote-3600-3

B2 DeviceGroups
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Uplink_Interfaces
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‘witsh-FR_Interfaces
‘witsh-FR_Subinterfaces
Central-7200-a%5 erial5/0.69
Central-7200-245 enial5/0.70
§ FRemote-2600-a45eriall/2.63 -

Remate-3600-a\Seraizz0 71 | [Model: 105_Family =l
B WAN-MLP_Irterfaces

CBWFO Default-Class-out Drop mechanizm iz TAIL, WFO

Froperties of Device Group "WAN-FR_Subinterfaces"

Mapped Software Yersion: 12.1[5)T

Group Containg Sub Interfaces. Type: frame-relay, Card Type: Hon-¥IP

Qo5 Property of Device Group "WAN-FRE_Subinterfaces™: Class Based Qo5
FRTS Enabled: Rate=256. Burst Size=1. Exceed Burst Size=0.

CRTP Enabled,

‘Woice Enabled: Bandwidth=, Fragment Delay=320

|3 Palicies [Modified  [Filter4)l Palicies |Database has been opened

=
4

A preview deployment of this combined Vol P-over-Frame Relay QoS policy set
appearsin Figure 3-13.
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Figure 3-13 Previewing the CLI for VoIP over Frame-Relay

¥iew Commands :“Remote-3600-a"

File Edit Search

clazzs-map OPM_wiaM-FR_Subinterfaces
match access-group 100

it

clazs-map QPM_wAMN-FR_Subinterfaces_1
match acceszs-group 101

it

policy-rap QAPM_wWAN-FR_Subinterlfaces
clazz QPM_WaMN-FR_Subinterlfaces
priority 103

it

clazz QPM_WaMN-FR_Subinterlfaces_1
bandwidth percent 5

it

class class-default

fair-gueue

it

it

it

map-clazzs frame-relay GPM_Wak-FR_Subinterfaces
frame-relay cir 256000

frame-relay mincir 256000

frame-relay be 1000

frame-relay be 0

frame-relay fragment 320

gervice-policy output QPP _WAN-FR_Subinterlfaces
no frame-relay adaptive-shaping

it

interface Seral2/0

frame-relay traffic-shaping

exit

interface Serial2/0.71

frame-relay ip rtp header-compression

exit

interface Serial2/0.71

frame-relay clazs QPM_wak-FR_Subinterfaces
exit

wirite mernon

accessizt 100 permit ip 0.0.0.0 255,255,266 286 0.0.0.0 255.255. 2650 255 precedence &
access-ist 100 permit ip 0.0.0.0 255 255255256 0.0.0.0 255,285, 265,255 decp 46
acceszs-izt 1071 pemit ip 0.0.0.0 255,256 266 286 0.0.0.0 255 255 2650 285 precedence 3
access-ist 107 permit ip 0.0.0.0 255 255,255,255 0.0.0.0 255,255,265, 2580 decp 26

A

Frame Relay WAN

These commands are consistent with the recommendations of the Cisco IP
Telephony QoS Design Guide for Frame Relay WAN links (See the Guide,

page 5-26).
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ATM WAN

Create a new device group for all ATM virtual-template interfaces (consistent
with the example on pages 5-32 and 5-33 of the Guide). Set the Interface Type
to Any and under the Group Contains section, select the radio button for
Interfaces. Set the QoS Property to Class-based QoS. If in the unlikely event the
ATM link speed isless than 768 kbps, then LFI can be enabled, via
MLP-over-ATM (MPoATM). To enable LFI, check the box titled Enable LFI. Add
all ATM virtual-template interfaces to the group from both the central and remote
sites (provided they are of the same speeds—otherwise, use separate device
groups and bundle according to link-speeds). The Device-Group properties box
should correspond to Figure 3-14.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Figure 3-14 Device-Group Properties for ATM Virtual-Template Interfaces
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Note  Note: Asindicated in the Guide (page 5-32), cRTP is not supported

for ATM connections.

ATMWAN W
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Timesaver  Because the Modular QoS (MQC) policies for protecting Vol P and
Vol P control traffic are identical to the previous examples,
“Point-to-Point WAN” and “Frame Relay WAN”, these policies can
be copied and pasted to this new device group by right-clicking on
them and selecting COPY and then clicking on the new frame-relay
device-group and selecting PASTE.

If it is necessary to build these (as opposed to copying them over) then start by
clicking onthe device group for the ATM virtual templates and then right-clicking
in the Policy window panel and selecting New QoS Policy.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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ATMWAN W

The filters for the Vol P traffic are IPP = 5 or DSCP = 46. Assign this flow to the
LLQ provisioned for 40 percent of the bandwidth (for consistency with the Guide,
page 5-26). Be certain to check the Priority box next to the Bandwidth field,

because thisis required to enable LLQ. The QoS Policy Wizard screenshots for
this Vol P policy appear in Figure 3-15.

Figure 3-15 QoS Policy Wizard Screens for VolIP (ToS = 5/DSCP = 46) LLQ Policy

Properties of "¥oIP Gets LLQ (40%)" Policy.
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Create the second New QoS Policy to identify the Vol P control traffic by setting
IPP = 3 or DSCP = 26 and guarantee a minimum bandwidth for this control
traffic of 5 percent of the link speed. The QoS Policy wizard screenshots for this
VoIP policy appear in Figure 3-16.

Figure 3-16 QoS Policy Wizard Screens for VoIP Control Guaranteed BW = 5 Percent
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Note

Do not check the Priority box from the Queueing Properties dialog

box for the Vol P control traffic policy, because this would enable
LLQ, ascenario that is not recommended for Vol P control traffic
(reserved for Vol P RTP only).

And finally, create the third New QoS Policy to set the Class-default queueing
algorithm to WFQ. Be sure to select the Class-Default radio button for the filter
to which to apply the WFQ queueing. The QoS Policy Wizard steps for this default

WFQ policy are shown in Figure 3-17.

Figure 3-17 QoS Policy Wizard Screens for Class-Default WFQ Policy
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Figure 3-18 shows a summary of the QoS policies set on the Frame Relay

subinterfaces device group.

Figure 3-18 Summary of Policies on ATM Virtual-Interfaces Device Group
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A preview deployment of this combined MLP-over-ATM QoS policy set appears
in Figure 3-19.

Figure 3-19 Previewing the CLI for MLP over ATM

¥iew Commands :"Central-7Z200-a" |

File Edit Search

llass-map QPM_WwWAN-AT M- Pos T

match accesz-group 100

exit

clazz-map QPR_wWaM-ATMdPoA T _1

match access-group 101

it

policy-map CPM_wWaM 5T k-t Fod Tk

clazs QPM_wWAH-ATM-MPoATH

priority 102

exit

clazz QPM_wWibM-ATM-MPoATh_1

bandwidth percent &

it

clazs class-default

fair-queus

it

exit

it

access-list 100 permit ip 0.0.0.0 265,255, 255,255 0.0.0.0 255,255,255, 255 precedence 5
accezs-ligt 100 permit ip 0.0.0.0 255,266, 285,265 0.0.0.0 255, 255,265,205 dzcp 46
acceszs-list 101 permit ip 0.0.0.0 265,266,255 265 0.0.0.0 255,265 255,255 precedence 3
accezs-list 101 permit ip 0.0.0.0 255,266, 285,265 0.0.0.0 255 255,265, 2050 dzcp 26
interface YWirtual-Template?

ppp multiink, interleayve

ppp multilink fragment-delay 10

exit

interface YWirtual-Template?

zervice-policy output PR _WAN-ATM-MPoATM

it

wirite memory

| | 4

With the exception of QPM not supporting the tx-ring-limit command, these
commands are consistent with the recommendations of the Cisco |P Telephony
QoS Design Guide for MLPoATM links (pages 5-33 and 5-34).
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ATM-Frame Relay WAN

The example in the Guide on pages 5-39 and 5-40 show a central-site ATM link
internetworking with a remote-site Frame Relay link. Because the central-site
configuration (including QoS configuration) isidentical to the previous example,
only the remote site is considered here.

The remote site is using Frame Relay with a ppp virtual-template. The virtual
template, as with the previous ATM example, allows for the use of MLP and,
therefore, also LFI (which will be used instead of FRF.12 as in the Frame
Relay-to-Frame Relay example). Additionally, asin the ATM-to-ATM example,
cRTP is not supported in this scenario.

This scenario necessitates three device groups:
¢ (Parent) Frame Relay interfaces (to enable Frame Relay traffic shaping)
¢ Frame Relay Subinterfaces (to bind sub interfaces to Frame Relay map class)
¢ Virtual template interfaces (to enable LFI and to bind to service policy)

These device groups have already been detailed in previous sections, but here
there are two subtle differences: the LLQ/CBWFQ service policy is not bound to
the Frame Relay Subinterfaces device group but to the virtual template device
group and cRTP is disabled.

If the device groups already exist from the previous scenarios, the simplest way
to proceed is to add the Frame Relay (parent) interface to the corresponding
existing device group and to do the same for the virtual template interface. This
way, only one new device group needs to be created (Frame Relay Subinterfaces),
not three. The more consolidated the device groups are, the easier they are to
manage.

New interfaces can be added to existing device groups by simply right-clicking on
the existing device groups (for example on the Frame Relay Parent Interfaces
device group) and selecting Add/Remove Members. Thiswill open the box shown
in the “ Scaling QoS Management Using Device Groups® section on page A1-13
as Figure 1-13. When all new interfaces have been added to the device group,
click OK. A confirmation prompt will appear, as shown in Figure 3-20. Click Yes
to confirm the additions of the new interfaces to the device group.

Cisco IP Telephony QoS Design Guide Appendix A: Configuring QoS for IP Telephony with QPM 2.0
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Figure 3-20 Adding Interfaces to Group Confirmation Prompt

Adding Interfaces To Group

The group oS Property "Clazs Based 0oS" and it's policies will overrida the QoS
Property of the member interface "Remote-2600-b% 5 enall/3"
Do wow still want to add the interface?

vessl | No | mMear | Cancel

Repeat for the Virtual-Template device group.

Create the only new device-group for all Frame Relay Subinterfaces
internetworked to ATM. Set the Interface Typeto frame-relay and under the Group
Contains section, select the radio button for Sub Interfaces with FRTS. Set the
QoS Property to Class-based QoS. The box to Enable Frame-Relay Traffic
Shaping should already be checked and grayed-out (inherited property from
parent interface). Enter the Rate (CIR) and the Burst Size (Committed Burst rate,
or Bc). The Device Group properties box should correspond to Figure 3-21.
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Figure 3-21 Device-Group Properties for Frame Relay-to-ATM Subinterfaces

k|

Mame: IW.&N-FH-tn-.ﬂ.TM_SuhInt

Device Model: | 105 Farnily

Software Revigion: |12.1 (5T

Interface Type: If[ame-[ela_l,J

Card Type:

[ Y 3 K K

[ForsIP

ok |

Cancel

Help |

—Group Contain

) ntetfaces. 0 Subnteffaces % Sub Interfaces with FRTS

-

Clazz Based QoS
d Frame-Relay Traffic Shaping

(oS Property:

[¥ Enable Eramme-Felay Traffic Shaging
Rate [Kbit/zec]: 256

Burst Size [Khbit] [optional): |1
Exceed Burst Size [Kbit) [optionall: IU

[~ &daptive Shapihg

ll IP RTF Friarity |

IFP RTF header compression |

_-|;| LFl [zupported on BRI, Yirttual-Template and Dialer. |
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Do not create any additional QoS policies on this Frame Relay-to-ATM

device group.
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A preview deployment of the ATM-Frame Relay (remote) QoS policy set appears
in Figure 3-22.

Figure 3-22 Previewing the CLI for ATM-Frame Relay WAN (remote side)

Yiew Commands :"Remote-2600-b" |
File Edit Search

Ilass-map OPM W AN-ATM-MPobT M

match access-group 100

exit

clazgz-map LPM_wAMN-ATM-MPoATM_1

match access-group 101

et

policy-map LPM_WAN-AT M-t PoaT i

clazs OPM_wWaN-aTM-MPoATM

priarity 102

exit

class OPM_wWaN-aTM-MPodTH_1

bandwidth percent 5

exit

clazs clags-default

fair-gueus

exit

exit

exit

map-class frame-relay QPR _wiah-FR-to-ATM_Sublnt
framne-relay cir 256000

frame-relay mincir 256000

frame-relay bo 1000

frame-relay be 0

no frame-relay adaptive-shaping

exit

access-lizt 100 permit ip 0.0.0.0 255 256 265255 0.0.0.0 255 255 250 255 precedence &
access-ist 100 perrit ip 0.0.0.0 255.255.255.255 0.0.0.0 255,255 265255 dscp 46
access-lizt 107 permit ip 0.0.0.0 255 256,265,265 0.0.0.0 255,255, 255, 255 precedence 3
access-igt 101 permit ip 0.0.0.0 255,255.265.255 0.0.0.0 255,255, 266,255 dscp 26
interface Yirtual-Template?

ppp multilink, interleaywe

ppp multilink, fragment-delap 10

exit

interface Yirtual-Template2

zervice-policy output QPR_WAN-ATM-tMPoaT i

exit

interface Seriall/3

frame-relay traffic-shaping

exit

interface Serial1/3.73

frame-relay clazs QPM_wWiAM-FR4o-ATH_Sublnt

exit

ke memony
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These commands are consistent with the recommendations of the Cisco IP
Telephony QoS Design Guide for ATM-Frame Relay links (pages 5-39 and 5-40
in the Guide).
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